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About This Guide

This guide provides:
e Information for using the Rapid Deployment Pack as a server deployment solution

e A description of the Deployment Server Console, its basic functionality, and
ProLiant-specific features

e A description of the files and directory structure comprising the Rapid Deployment Pack
components

e Server deployment usage scenarios

Audience Assumptions

To install and configure the Rapid Deployment Pack, it is assumed that you have
knowledge of:

¢ Installing Microsoft® Windows®, either from CD or the network, using the unattend.txt
mechanism

e Basic Windows management and administration, such as manipulating files and folders
in Windows Explorer, creating users and groups in Computer Management, and setting
share permissions

e Network infrastructure
¢ (Linux deployments only) Installing Linux either from CD or a network

e (Linux deployments only) Basic Linux command line interface operations (for example,
mounting and unmounting floppy and CD-ROM drives, creating directories, and
copying files)

To perform tasks after the installation is complete, it is assumed that you have knowledge of
editing files within Windows and Linux.
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About This Guide

Related Documents

HP recommends reviewing the following documentation before reading this guide:
e The HP ProLiant Essentials Rapid Deployment Pack Planning Guide
e HP ProlLiant Essentials Rapid Deployment Pack—Windows Edition Support Matrix

e The HP ProLiant Essentials Rapid Deployment Pack—Windows Edition
Installation Guide

All of the documents can be found in PDF format at http://www.hp.com/servers/rdp, from the
Rapid Deployment Pack CD autorun utility, at \pim-ds\docs on the product CD, and at .\docs
on the Deployment Server.

Where to Go for Additional Help

Refer to the following sources for additional information about the Rapid Deployment Pack.

Online Resources

e HP ProLiant Essentials Rapid Deployment Pack website at
http://www.hp.com/servers/rdp

e HP ProLiant Essentials Rapid Deployment Pack Knowledge Base at
http://www.hp.com/servers/rdp/kb

e HP ProLiant Essentials Rapid Deployment Pack What’s New at
http://www.hp.com/servers/rdp

e [TRC User Forum “ProLiant Deployment & Provisioning” at http://forums.itrc.hp.com

o Altiris website at http://www.altiris.com

Telephone Numbers

For the name of the nearest HP authorized reseller:
e In the United States, call 1-800-345-1518.
e In Canada, call 1-800-263-5868.

For HP technical support:
e In the United States and Canada, call 1-800-652-6672.

e Qutside the United States and Canada, refer to http://www.hp.com
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Introduction to the Rapid Deployment Pack

Deployment Server Console Overview

The Deployment Server Console provides the means to view and deploy servers within your
network. The information in this section provides a brief description of the views and
functions provided with the Deployment Server Console.
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Introduction to the Rapid Deployment Pack

Deployment Server Console View

e Computers pane—On the upper-left side of the console, displays New Computers and All
Computers default listings (new servers connected to the Deployment Server and ready
for initial deployment appear in the New Computers list)

e Jobs pane—On the lower-left side of the console, lists jobs provided with the ProLiant
Integration Module for Deployment Server

e Details pane—On the right side of the console, displays details for selections highlighted
within the Computers pane or Jobs pane

e Console toolbar—At the top of the console under the menu toolbar, provides icons to
access various Altiris functions, such as (left to right): Boot Disk Creator, RapidInstall
Editor, PC Transplant Editor, ImageExplorer, Remote Agent Installer, PXE
Configuration, and BIS Configuration

Boot Disk Creator  PXE Configuration WHility

=) hp ProLiant Essentials Rapid Deployment Pack Powered By Altiris eXpress Deployment Serve
Ele Edi VMiew Operations Tooks Help

[ae s2oac ed axasm

E

Computers Pane-

Hew Computers

-2 all Computers Real Name: BL10: Model: Fioliant BL e-Clazs
D s p1Z1INTLI0OT Decupancy: 20 Bays, 10 bays in use
{ B Py
E Péws}rébemes Name Real Name Server Name Used B | IF Address | Stabus |
=] b1 1 HPQ-BLI0E-1 1
" b2 2 HPQ-BLID=Z 1
B 2 v E] 3 HPO-BL10E-3 1
By 3 Bigra 4 HPQ-BLI0e-4 1
By 4 s 5 HPO-BLIDES 1
Bos e 3 HPO-BLIO2-6 1
By 6 b7 7 HPQ-BL1DE-7 1
7 ] a HPO-BLID&-6 1
Details Pane E? E,O :
= oL a HPQ-BL1DE-0 1
g‘v 9 bg10 10 HPO-BLIOE-1D 1
7 10
Jobs Pane. L G Jobs

|

Jobs Folder——=—g) Micrascét Windows 2000 Srpted Irstall Events =l
| =T} Probiant EL10g Scripted Instal for Microsoft Windows 2000

Jobs ———i7) Prolisnt BLZ0p Seripted Instal for Mitrosoft Windows 2000
—-'——@ Proliant ELS0p Scripted Instal For Microsoft Windows 2000

Pl Praliant MLJDL Scripted Instal For Microsoft Windows 2000

11 ) Microscft Windows 200% Scrpted Tretall Events

¥ g Proiant DL380 Packaged Custer Deployment Events

- g Red Hat Enterpris Linus: A5 3 Scripted Install Events

Bl gyl Red Hat Enterprise Linux E5 2.1 Seripted Tnstall Events

B g3y Red Hat Enterprise Linus ES 3 Seripted Tnstzll Events.

113 Rred Hat Linus 7.2 Scripted Instal Everts

B @ Ried Hat Linws 7.3 Scriphed [nstall Events

]3] Feed Hat Linux 8,0 Scrisbed Instal Everts

= EJ Feed Hat Linux Advanced Server 2,1 Soripted Tratdl Events

B SartStart Tealkk and 05 Tmaging Evenks

-3 SenartStart Toalkk Hardware Configuration Everits |

10 total
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Introduction to the Rapid Deployment Pack

Deployment Server Console Interactions

e View new computers or server status changes when they automatically appear in the
Deployment Server Console view after an image deployment or scripted install.

e Start a job on a server by:

— Dragging and dropping the server from the Computers pane to the job in the
Jobs pane

— Dragging and dropping the job from the Jobs pane to the server in the
Computers pane

¢ In the Computers or Jobs pane, click the plus sign (+) icon before each selection name to
expand the selections.

e Right-click a server or job to access menu options, such as properties, job scheduling, or
power management.

ProLiant-Specific Features

This section describes enhancements made to the Altiris Deployment Server Console
specifically for ProLiant servers.

Integration with Lights-Out Management

Lights-Out Management enables the management of remote servers and the performance of
remote console operations regardless of the state of the operating system or hardware.

The Deployment Server provides the ability to use the power management features of
Integrated Lights-Out (iLO) and Remote Insight Lights-Out Edition (RILOE) to power on,
power off, or cycle power on the target server. Each time a server connects to the
Deployment Server, the Deployment Server determines if iLO or RILOE is installed in the
server. If either is installed, the Deployment Server gathers information including the DNS
name, [P address, and first user name. To perform management actions using RILOE or iLO,
you must enter the password if it has not been previously saved. This password is saved in the
SQL database using a standard encrypted password field. Any commands from the
Deployment Server to RILOE or iLO are sent through HTTPS protocol, so the
communication is secure and encrypted.
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Introduction to the Rapid Deployment Pack

To display the stored Lights-Out information for each server:
1. Within the Computers pane, right-click the server.

2. Select Properties, and then scroll down and select the Lights-Out icon.

Computer Properties ﬂ

Computer Properties

Maodel: Fiemate Inzight Lights Out Edition
Firmysare wersion: 1.40

Firmyeare date: B/27/2003

IP address: 10.10.1.100
Subnet mask: 285.255.255.0
DS narme: ILOEJ21JNT 10007
DNS IP: 0.0.0.0

Gateway IF: 0.0.0.0

MAL address: O0508BECOEDD
Telenet port; 23

HTTF port: 80

HTTPS part: 443

U zer name: Adrninistratar

QK I Cancel Help
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Introduction to the Rapid Deployment Pack

To access the iLO or RILOE interface from the Deployment Server console:

1. Within the Computers pane, right-click the server.
2. Select Power Control>RILOE/iLO - Interface.

<1 hp ProLiant Essentials Rapid Deployment Pack Powered By Altiris eXpress Deployment Server 1= =|
Fil= Edit Yiew ©Operations Tools Help

|@e uzancd|eaaxasa|zommar

EEERREEEA

B Computers =% BJ21INT130O7 Computers
Bl New Computers “1| Active 1P Address: (thiough DHCP) MAC Address: D0S0SBEBECIC
= 5 oo
= Hi D Restare. .. Status:
. :‘b e @ Histary. . Job | Folder | Scheduled At | Stakus | Condition
" % i Corfigure...
T
o e Quick Disk Image. ..
- wiake up
-
- Remote Corral,.. Restart...
T H Execute. .. Shut dowr,
- H 2Bl Copy File b, .. Log off...
EEalco
E Physic . = g . RILOESiLO - Power On
fil
E'E p Bevance RILOE(iLO - Power OFF
EHT Mew Job \Wizard. .. RILOEfiLO - Reset Server
ﬂ Mew Group... 8

@, Mew Cornputet, ..

Rename
X Delete ;I
Jobs Change Agent Settings L3

Initial i
@ Syster Security. .

[l Micras Job Scheduling Wizard..
@ Micros Properties...

1 Proliam DT80 Farrage COster DEMOyIENT Events

@ Feed Hat Enterprise Linux A5 3 Scripted Install Events

@ Red Hat Enterprise Linux ES 2.1 Scripked Install Events
@ Feed Hat Enterprise Linux ES 3 Scripted Install Events

@ Red Hak Linux 7.2 Scripted Install Events

@ Feed Hat: Linux 7.3 Scripted Install Events

@ Reed Hak Linux .0 Scripted Install Events

@ Feed Hat: Linux Advanced Server 2,1 Scripted Install Events
@ SmartStart Toolkit and OS Imaging Events

@ Smart3tart Toolkit Hardware Configuration Events

@ UnitedLinuz: 1.0 Scripked Install Events 4 | |

This interface provides easy access to iLO and RILOE features, such as remote console.
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Introduction to the Rapid Deployment Pack

Physical Devices View

The Rapid Deployment Pack detects and displays server blades based on their physical rack,
enclosure, and bay locations. After server blades are connected to the Deployment Server, the
Computers pane displays the Physical Devices listing. The servers are viewed according to
their Rack\Enclosure\Bay (R\E\B) settings. Because R\E\B is a new feature and is only
available with server blades, this view option is only presented if the Deployment Server
database contains R\E\B information for any computer. A job can be deployed on a server
listed in this view.

Table 1-1 lists the server icons that are used in the Physical Devices View in the Deployment
Server Console.

Table 1-1: Server Icons

Icon Description

=, Indicates a grouping of physical devices

g Indicates a rack

[ Indicates an enclosure

ED Indicates a single server blade in a bay

[ﬂ-\—f Indicates an unconfigured server blade in a waiting state designated by the user
ﬂ) Indicates a virtual bay

() hp ProLiant Essentials Rapid Deployment Pack Powered By Altiris eXpress Deployment Server == ﬂ
File Edit VYiew Operations Tools Help

¢80 sxazal/sermtrr EESAEEE

i SEL10e

|@e udancg
Q Computers
Mew Computers
(&) Al Computers
H @ Physical Devices
=B Hrg
B

Real Name: EL10e Model: ProLiant BL e-Class
DOccupancy: 20 Bays, 10 bays in use

I Real Name I Server Mame | Used Bays I IP Address I Status I
1 HPQ-BL1Oe-1 1
HPQ-BLLDe-2 1
HPQ-BL1De-3 1
HPG-BL10E-4 1
HPQ-BLLDe-S 1
HPQ-BLLDe-& 1
1
1
1
1

@
=
.
=]
T

F

HPQ-BL10e-7
HPQ-BL10e-5
HPQ-BL10&-9
HPQ-BL10e-10

rorERTEEY

=]

@ Jobs

; Initial Deployment
[+ @ System Jobs
[+ @ Microsoft Windaws 2000 Scripted Install Events
[+ @ Microsoft Windows 2003 Scripted Install Events
[]--@ ProLiant DL380 Packaged Cluster Deployment Events
[]--@ Red Hat Enterprise Linux AS 3 Scripbked Install Events
[]--@ Red Hat Enterprise Linux ES 2.1 Scripted Install Events
[
[
[
[

]@ Red Hat Enterprise Linux ES 3 Scripted Install Events
]@ Red Hat Linux 7.2 Scripted Install Events

]@ Red Hat Linux 7.3 Scripted Install Events

]@ Red Hat Linux 8.0 Scripted Install Events

[]--@ Red Hat Linux Advanced Server 2.1 Scripted Install Events

Idle:
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Introduction to the Rapid Deployment Pack

Virtual Rack/Enclosure/Bay

ProLiant BL servers can be predefined with configuration settings and assigned jobs before
the servers are connected to the Deployment Server. This feature is equivalent to using the
Deployment Solution Virtual Computer feature. However, the Virtual Bay feature is only
available with the Rapid Deployment Pack installation.

To create a virtual bay:

1. If the Physical Devices option is not already enabled, select View>Show Physical
Devices.

2. In the Computers pane, right-click Physical Devices, and select New Virtual Bay.

(2) hp ProLiant Essentials Rapid Deployment Pack Powered By Altiris eXpress Deployment Server =1

File Edit Wiew ©Operations Tools Help

|@e|@@aag

eG|gxaca||semmi - EEIREEA
Bl computers @ Physical Devices
424 Mew Computers Narne: Real Name
£ (& all Computers
g Restare,..

‘ Hiskarsy ..
Configure. ..

ouick Disk Image, ..

Power Contral L3
Remote Contral..
! Execute, .,
5_@ Copy Fileta,,.
Chat...
Advanced L3

[ety Job Wizard, .
ﬂ Mew Group. ..

(g Jobs "2, New Computer... :I
82 Initial Depl tual B

(g4 System Jo =
EI@ Microsoft ' Rename

i @ PralLial Change Agert: Settings y fows 2000

@ ProlLial ows 2000
H @ ProLial Security. .. aws 2000
. @ Praia) Job Scheduling Wwizard, ., ows 2000

(] Microsoft

2] % ProLiant O Eroperties, .

[ @ Reed Hat Enterprise Linux AS 3 Scripted Install Events
[ -- Red Hat Enterprise Linux ES 2.1 Scripted Install Events
[+ @ Red Hat Enterprise Linux: ES 3 Scripted Install Events
[+ @ Reed Hat Linuz 7.2 Scripted Install Events
B
B
£
B
b

:I" Red Hat Linuz 7.3 Scripbed Install Events

]--@ Red Hat Linux 8.0 Scripted Install Events

]--@ Red Hat Linuz Advanced Server 2.1 Scripted Install Events
]-- SmartStart Toolkit and O5 Imaging Events

/-2 SmartStart Toolkit Hardware Configuration Events
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Introduction to the Rapid Deployment Pack

3. At the Create Virtual Bays screen:
a. Enter the rack name.
b. Enter the enclosure name.

Select the enclosure type.

e o

Browse to locate the initial job.

e. Select the server change rule.

Click OK.

i

Create Yirtual Bays x|

Rack narne: IHF'G

Enclogzure name: IBLEEIFJ

E nclozure type: PraLiant BL p-Clazs

|kitial Job: IDeplu:u_l,l Hardware Configuration and ‘windows | Browse. . |

Server change rule: I Re-Deploy Computer j

k. I Cancel | Help... |

IMPORTANT: The rack and enclosure name in the virtual bay must match the rack and enclosure
name of the target enclosure.

The appropriate number of bays for your enclosure is based on the enclosure type
selected. This information is derived from the initialization file, enclosures.ini, located in
the \Deployment Server directory.

1-8 HP ProLiant Essentials Rapid Deployment Pack—Windows Edition User Guide
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4. At the Computer Configuration Properties screen, select Microsoft Networking, and
then click Define Range.

Computer Configuration Properties il

Configuration

Enter ar madify configuration zettingz. Click the property categary icons for additional
zethings.

Enter the Microzoft nebworking [MetBI0S5] name for this cormputer
an the network, Thiz name must be unique and iz limited to a
rnaximurn of 15 characters.

Computer name: I

Enter the Microzoft nebworking workaroup or domain that this
computer iz a member of. See the product documentation for
infarmation on setting up computer accountz in the domain.

& wWorkgroup: I

" Domain: I

()% Cancel Help
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5. At the Computer Name Range screen, enter the fixed portion of the server names, and
then click OK.

Computer Mame Range ﬂ

Enter the number of computers and the starting information to create the
computer narmes.

Agzociate |

Fixed text: |HPQ-BL20P1-
Bange start: I'I v fppend
Result: |H FPO-BL20P1-1.. HPQ-BL20P1-10

(] I Cancel

6. At the Computer Configuration Properties screen, select TCP/IP, and enter the IP
information for the first server blade. Click OK. Subsequent server blades are assigned
the same information, except the IP address increases incrementally for each blade.

Computer Configuration Properties ll

Configuration

Enter or modify configuration settings. Click the property category icons for additional
zettings.

Host name: I

Network adapter: | Network Adapter 1 x| Add

Description: Metwork Adapter 1
MALC address: I

Damain suffis |

" Use DHCP to obtain an IP address

' Assign a static IP address

IP address: I 10,10 .10 100 Associate. . |

Subnet maszk: I 285 255 2550
Default gateway: I 10 .10 .10 . 1
DMS1: |1n_1n_m.2

DMS2 I . . . Advanced... |

(] I Cancel | Help |
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Introduction to the Rapid Deployment Pack

The new virtual bays appear under Physical Devices with virtual bay icons when the virtual
enclosure is selected. The server names and IP addresses appear in the Details pane.

The rack, enclosure, and bay numbers are listed in the Physical Devices view, with bays
indicated by virtual icons. When a server blade with a matching rack, enclosure, and bay
connects to the network and is identified by the Deployment Server, the awaiting
configuration and jobs automatically execute. The virtual icon changes to a managed server
icon in the Deployment Server Console.

ProLiant BL Server Rip-and-Replace

ProLiant BL servers include rule-based deployment based on a change in physical location.
This feature enables rapid serviceability when replacing failed server blades, a procedure
called “rip-and-replace.”

The Deployment Server tracks the physical location of every ProLiant BL server and detects
when a new server has been placed in a particular bay. The Change Rules feature can be
configured to initiate one of several different deployment actions when the Deployment
Server detects a new server placed into a previously occupied bay. Rules are set for
individual server blades.

NOTE: A server blade must be discovered and deployed by the Deployment Server or be located in a
virtual bay to access the server change rules.

IMPORTANT: Licenses applied to a specific server cannot be removed or transferred to
another server.

HP ProLiant Essentials Rapid Deployment Pack—Windows Edition User Guide 1-11



Introduction to the Rapid Deployment Pack

To access the server change rule:

1.

Within the Computer pane, right-click the server.

2. Select Properties, and then scroll down and select the Bay icon.

Computer Properties |

Computer Properties

Mame Fieal Mame
Fack: HPO HPFC
Enclozure: EL10e BL10e
Bay: 1 1
Bapindex: 1

Last known gerver name:  HPR-TUZ3CMD 2465

Semver change rule Wit far Uzer Interaction j

Re-Deploy Computer
Fun a Predefined Job
Whait for User Interaction
Ignore the Change

0Ok I Cancel Help

The following rules can be configured from the Bay properties window:

Re-Deploy Computer—Takes the previous server configuration history and replays it on
the new server. All tasks and jobs in the server history replay starting from the most
recent image or scripted installation job. This is only available after the server is
deployed or a virtual bay has been created.

Run Predefined Job—Processes any job specified by the user, including the Initial
Deployment job.

Wait for User Interaction—Performs no job or task. The Deployment Agent on the server
is instructed to wait, and the icon in the console is changed to reflect a waiting server.

Ignore the Change—Ignores the new server, meaning that no jobs are initiated. If the
server existed in a previous bay, the history and parameters for the server are moved or
associated with the new bay. If the server is a new one (never before seen), its properties
are associated with the bay, and the normal process defined for new servers, if any, is
followed.
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Using the Rapid Deployment Pack

The usage scenario in this chapter uses server blades as an example to:

e Deploy an operating system using scripted installation

e Perform an image capture

e Deploy a captured image simultaneously to other similar server blades
e Perform a server configuration

e Set a deployment rule to enable rip-and-replace on a deployed server blade

Although this scenario uses server blades, the process can be duplicated for other supported
ProLiant servers. When performing an image capture and deployment, the hardware
configuration of the target servers must be identical to the hardware configuration of the
reference server.

This scenario presumes that all necessary installation and pre-deployment steps provided in
the HP ProLiant Essentials Rapid Deployment Pack—Windows Edition Installation Guide
have been performed.

IMPORTANT: If you plan to change the default rack and enclosure names, set these names before the
first server in an enclosure connects to the Deployment Server. After the server blades are powered on
for the first time and the rack and enclosure names are recorded in Deployment Server database, the
server blades must be rebooted for new rack and enclosure names to be discovered. For more
information, refer to “Configuring ProLiant BL Server Enclosures” in the HP ProLiant Essentials Rapid
Deployment Pack—Windows Edition Installation Guide.
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Connect an enclosure of server blades to the network and power on the enclosure. The server
blades connect to the network. The Deployment Server detects all server blades that come
online and displays them in the Computers pane of the Deployment Server Console under
New Computers or Physical Devices by utilizing Preboot eXecution Environment (PXE).

Server blades are indicated in the Deployment Server Console by rack name-enclosure
name-bay number. For example, in the following figure, the rack name of the first server is
HPQ and the enclosure name is BLL10e. Each server blade is denoted by an icon, which
specifies that the server blade is waiting for instructions.

(2) hp ProLiant Essentials Rapid Deployment Pack Powered By Altiris eXpress Deployment Server =l=] x|
Eile Edit ¥ew Operations Tools Help
[@v]/@@aac e gxadvm||[mesmird FEQREDA
Bl Computers um BLi0e
|_'—_|- New Computers
% HPQ-BL1De-1 Real Name: BEL10e Maodel: ProLiant BL e-Class
-~ HPQ-BL10e-10 Occupancy: 20 Bays, 10 bays in use
% :EE:EEEZE I Real Hame | Server Mame I Used Bays | IP Address I Status
Ty HPO-BLIDe+ HPG-BL10E-1 1
- HPO-BLIDeS 2 HPG-BL10e-2
) HPQELIOE 3 HPG-BL10E-3 1
Ty HPQRBL10e-7 4 HPQ-EL10E-4 1
L HPQ-ELIDES s HPG-EL10ES 1
% HPQ-BL10E-9 [ HPQ-BL10E-5 1
B[ all Computers 7 HPQ-EL10e-7 1
= E Physical Devices g HPC-BL10e-8 1
=-B Hra ] HPCREL10E-3 1
=00 BL10e 10 HPQ-BL10e-10 1
Bg
[l Jobs ‘
@ System Jobs ;I
= @ Microsoft Windows 2000 Scripted Install Events
- @ ProLiant BL10e Scripted Install for Microsoft Windows 2000
@ ProLiant BL20p Scripted Install for Microsoft Windows 2000
@ ProLiant BL40p Scripted Install for Micrasoft Windows 2000
= @ ProLiant ML/DL Scripted Install For Microsoft Windows 2000
@ Micrasoft Windows 2003 Scripted Install Events
@ ProLiant DL330 Packaged Cluster Deployment Events
@ Red Hat Enterprise Linux AS 3 Scripted Install Events
@ Reed Hat Enterprise Linux E5 2.1 Scripted Install Events
@ Reed Hat Enterprise Linux ES 3 Scripted Install Events
[+ Red Hat Linux 7.2 Seripted Install Events =l
10 botal
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Scripted Installation Deployment for ProLiant BL Servers

You can deploy all of the server blades in an enclosure by means of a scripted install job.
However, it is faster to run the scripted install on the first server blade, which becomes the
reference server, and then capture and deploy the reference server image to all the other
server blades in the enclosure simultaneously.

From the Deployment Server Console, to deploy a single server blade:

1. In the Jobs pane, select the scripted install job to deploy, and drag this icon to the server
to be deployed.

) hp ProLiant Essentials Rapid Deployment Pack Powered By Altiris eXpress Deployment Server NEIES]

File Edit “iew Operations Tools Help

IEENE

eB Sxs9m|[semmi,F IERAEEEA

[#) Computers ‘ % ProLiant BL10e Scripted Install for Microsoft Windows 2000
New Computers Description:
i -
-, fpgeeLL Condition: I[defauh] x| Seups»
55 HPC-BLLDe-
% @ = Task | Detail: | -l ]| ¥
--F7 HPG-BL1De-3 rm—
% HPO-EL 1 fe-4 Run Script Set Hardware Configuration
Power Management [Reboat] Add 5>
T HPQ-BLLDEE Run Script Set Disk Partition -
- HPO-BLLDEE Power Management [Reboot] I
= % HPC-BL10e-7 Run Script Install OS5
- HPQELIOs B Fun Seript Install 05 =l [ pefete |
= HPQBLLDED Cornputer | Group | Scheduled At I Status I Condition I Computer Name | IF
(- (@) all Computers p |

- E Physical Devices
E"E HPG

=10 BL10e

H 1

2 Initial Deployment -

Bl System Jobs
il Microsoft Windows 2000 Scripted Install Evghts
@ ProLiant BL10e Scripted Install for¥vicrosoft Windows 2000:
@ ProLiant BL20p Scripted Install for Micrasoft Windows 2000
= @ ProLiant BL40p Scripted Install Far Microsoft Windows 2000
= @ ProLiant ML/DL Scripted Install For Microsoft Windows 2000
il Microsoft Windows 2003 Scripted Install Events
Bl ProLiant DL380 Packaged Cluster Deployment Events
a Red Hat Enterprise Linux AS 3 Scripted Install Events
bl Red Hat Enterprise Linux ES 2.1 Scripted Install Events | 'LI
[l 3

0 tatal
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2. Select Run this job immediately, and then click OK.

Schedule Computers for Job - (ProLiant BEL10e Scripted In

Schedule Job
Rur job immediately or zchedule it for a later time or interval,

" Do pot schedule
Select thiz option to unschedule the selected items.

* Run this job immediately. i
Schedule for imrmediate execution.

= Schedule this job.
Schedule thiz job to run at a later time or interval.

Date: |11£14£2IJI33 vI Iime: [10:464M =

[ Fepeat thiz job every I'I Iu:lay[s] j

Iv Allow this job to be deferred for up to |5 Iminute[s] j

[ Scheduls in batches of |25 computers at |5 minute inkeryals
QK. I Cancel | Help

The Details pane displays the tasks that are occurring during the installation.
When the server deployment is complete, the server icon and server name change.

NOTE: For Windows installs, the server name is a randomly generated name specified by the
unattend.txt file. For Linux installs, the server name is the default host name, localhost for Red Hat or
(none) for UnitedLinux.

NOTE: The job status might change to Complete before the installation is actually complete, because
the installation status is not communicated to the Deployment Server during the operating system
portion of the scripted install job. The installation is complete when the Deployment Agent on the target
server automatically connects to the Deployment Server and displays the blue server icon.

2-4
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Image Capture for ProLiant BL Servers

After a scripted install and any post-configuration of the reference server are complete, you
can perform the image capture and deploy that image to multiple similar servers.
From the Deployment Server Console, capture a server blade image:

1. In the Jobs pane, select the Capture Hardware Configuration and Windows Image
job, and drag the icon to the reference server in the Computers pane.

() hp ProLiant Essentials Rapid Deployment Pack Powered By Altiris eXpress Deployment Server == 5[
File Edit View Operations Tools Help

|j@e v@aaceb/axasn [“e2mi - EEIAEEA
&) Computers | % Capture Hardware Configuration and Windows Image

ﬂ% Mew Computers Description:
5 HPQ-BL1De-10

=5 HPQ-BLL0e-2 Condition: I[default] j Setup >> |
= HPQ-BL10E-3 — o ‘ ll Ll

HPQ-BL1De-4
% HPQ BLmE 5 Install Package “deploytoolsicpgprep.exe
QB 10e- Create Image Yimagestwincap.img Add >
H % HPQ-BLLDe-6 Run Script Capture Hardware Configuration
7 HPQ-BL1De-7 Hodify..
i T HPQELLDE-E 4
Ty HPQ-BLLDe-9

Delete |

Computer iEroup I Scheduled At I Status I Condition

-2 Al Computers;

= @ Physical Devices
=8 wa

(= BL10e

@ Red Hat Linux 7.2 Scripted Install Eventd
@ Red Hat Linux 7.3 Scripted Install Events|
[@ Red Hat Linw: 8.0 Scripted Install Events
@ Red Hat Linwx Adwanced Server 2.1 Scriphed Install Events
@ SmartStart Toolkit and OS5 Imaging Events
@ Capture Hardware Configuration and inux Image

fo @ Lapture Hardware Configuration and Windows Image: J

B @ Deploy Hardware Configuration and Linux Image
fo @ Deploy Hardware Configuration and Windows Image
@ SmartStart Taolkt Hardware Configuration Events

[ﬁ UnitedLinux 1.0 Scripted Install Events hl
Kl D
0 total

2. Select Run this job immediately, and then click OK.

IMPORTANT: The jobs provided with the Rapid Deployment Pack create and deploy images using a
predefined image name. If you use the provided jobs without modification, each time you capture a new
image it overwrites the previous image. To capture images for different server configurations, you must
copy and rename the job, and then modify the file name variables within the job so that the files are
saved with a unique name. For information about modifying the provided jobs, refer to Chapter 3 of

this guide.

The server reboots and performs the specified tasks.

When the image capture is complete, the server icon changes to indicate a server is connected
to the Deployment Server.
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Image Deployment for ProLiant BL Servers

From the Deployment Server Console, deploy a set of server blades using imaging:
1. In the Computers pane, select all of the server blades to be deployed, and drag these to
the corresponding Deploy Hardware Configuration and Windows Image job.

NOTE: If you are deploying the image to all the server blades in an enclosure, you can select the
enclosure from the Physical Devices view.

NOTE: Redeploying the captured image to the same reference server enables you to take advantage
of the speed of image deployment if the reference server is ever replaced with rip-and-replace enabled.

() hp ProLiant Essentials Rapid Deployment Pack Powered By Altitis eXpress Deployment Server ;lilﬂ
File Edit W%iew Operations Tools Help
[@as | @zoac eaaxaevn| | 2smnary EEIREEA
B c % HPQ-BL1De-9 Computers
ER N%WHE%TEF“E” - Active 1P Address: [thiough DHCP) MAC Address: D00245E6 1420
= FPQELIe-2 Status:
:'\77 FHPO-BL1 065 Job | Folder | Scheduled At | Status | Conditio
= HPO-BLI0e-4:
=% HPO)-BL10e-5:
-+ HPQ-BL10e-6
= HPQ-BL10e-7'
= HPQ-BL10e-6
7 HPQ-BL1De-;
=3 HPQ-H7E
-2 Al Computers
=-[E Physical Devices
=-B Hra
=/ BL10e
(gl Jobs |
(@)l Red Hat Linux 7.2 Scripted Instal Events -]
@ Red Hat Linux 7.3 Scripted Instal Events
@ Red Hat Linux 8.0 Scripted Install Events
@ Red Hat Linux Advanced Server 2|1 Scripted Install Events
= SmartStart Toolkit and OS5 Imaging Events
= @ iZapture Hardware Configuratn and Linux Image
- @ apture Hardware Config d Windows Image
@ Deploy Hardware Configural nd Linux Image:
SmartStart Toolkit Hardware Configuration Events
@ UnitedLinuz: 1,0 Scripted Install Events
<1 Ll | o
0 total
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2. Select Run this job immediately, and then click OK.

Schedule Computers for Job x|
Schedule Job .
Rur job immediately or zchedule it far a later tirme or inkerval, r ® 1
| -

" Do pot schedule
Select this option to unschedule the zelected items.

* FHun thiz job immediately. E
Schedule for immediate execution

™ Schedule thiz job.
Schedule this job to run at a later time or inkerval.

Drate: |11J14£2IZII33 v| Time: |10:45 &M j

™ Fepeat thiz joh gvery I'I Ida_l,l[g] j

v allow this job to be deferred for up ta |5 Iminute[s] j

[~ Schedule in batches of |25 computers at |5 minute intervals
(] I Cancel | Help

The image of the reference server previously captured is deployed to all of the selected server
blades simultaneously.

When the server deployment is complete, the server icons change to indicate a server is
connected to the Deployment Server.
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Configuration of Deployed Servers

When deploying an image, the target server is automatically reconfigured to use the computer
name and IP address information specified in the Deployment Server database. This
Deployment Server feature can also be used to reconfigure existing servers or servers
deployed using scripted install.

In the previous example, the reference server blade was installed using a scripted install job.
This server was named HPQ-H7BVGXDFUEDY, as specified in the Windows unattend text
file.

To change the name of the reference server to match those deployed using imaging:

1. In the Computers pane, right-click the server to configure, and then select Configure.

() hp ProLiant Essentials Rapid Deployment Pack Powered By Altiris eXpress Deployment Server & ; 7] x|

File Edit View Operations Tools Help

|@e ©2aac

ﬂ Computers
=42 New Computers
HPQ-BLI0E-10

60 &xagn |2ompary EEDABERA

=2 HPQ-H7BYGXDFUE9 Computers

Active IP Address:10.10.1.107 [through DHCF) MAC Address: O00ZASEBT0CE

HPG-BLLDE-Z W2K Status:
HPQ-BL10E-3 Job | Folder [ Scheduled & [ Status | conditio
HPQ-BLLOE-4 WPruL\ant BL10e Scripted ... Microsoft ... 11/20/2003 1:51 PM Seript execution complete {default

2 HPQ-ELLE-9
=) HPQ-HTB
[+ (& all Computers £ pestare...
=8 Physical Device & History...

= E HRo Configure. ..

C m EL10e Quick Disk Image. .,

D
b

Pawer Contral 3
Remote Contral,..
Execute...
_5_@ Capy File ka...
Chat...
Advanced »

New Job Wizard..,

@— ﬂ Mew Group,..,

Jobs

Q, Mew Computer, Q
- @ Feed Hat Linux Rename
=8 @l Reed Hat Linux X Delete
(-] Red Hat Linux - s
E‘ @ Smarkstart Toc Change Agent Settings
- Capture He Gato Physical Device
@ Capkure H: i
@ Deploy Hat Security ...

&, Deploy Hat Job Scheduling Wizard. ..
{1l SmartStart Toc Properties...

[+ @ UnitedLinu 1, b—orpreamstarcrem

Configure the computer
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2. At the Computer Configuration Properties screen, select Microsoft Networking, and
then enter the new computer name.

Computer Configuration Properties i i ﬂ

Configuration

Enter or modify configuration settings. Click the property category icons for additional
zettings.

Enter the Microzaft nebwarking [MetBIOS] name for this computer
on the network. Thiz name must be unigue and iz limited to a
masimum of 15 characters.

Computer name: IHF'E!-E L10E-1

L e Enter the Microzoft networking workgroup or domain that this
il computer is a member of. See the product documentation Far
TCRAR information on setting up computer accounts in the domain.

& Workgraup: |WDF|KGHIIILIF'

" Domain: I

&

=il

05 Licensing

(1] I Cancel Help
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3. If you want to change from the default DHCP configuration to a fixed IP address, select
TCP/IP, and then enter the IP address information for the server. Select OK to start the
reconfiguration process.

Computer Configuration Properties ; ; ﬂ

Configuration

Enter or modify configuration settings. Click the property categony icons for additional
zettings.

Host name: I
Network adapler: |Hp NC3163Fast Ethemet NI =] Add |
D ezcription; HP MC3163 Fazt Ethernet MIC

MAC address: IEIEIEIE'.&EEE1 OCE

Dramain suffis: I

" Use DHCP to obtain an [P address

¥ Aszsign a static I[P address

IP address: [ 10101 80
Subnet mask: | 255.255.255. O
Default gateway: I n.10. 1 .1
DNS1: |

DMS2: I . . . Advanced... |

05 Licenzing

()% I Cancel Help
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The server configuration changes. This change is reflected in the Deployment Server
Console.

() hp ProLiant Essentials Rapid Deployment Pack Powered By Al

Eile Edit Wew Operations Tools Help

s eXpress Deployment Server

=18 ]

|me a@2aad

=y Mew Computers
o oo
=3 HPQ-BL10E-10
=2 HPQ-BLI10E-Z
Z=3 HPQ-BL10E-3
=3 HPQ-BL10E-4
=2 HPQ-BLI0ES

5 HPQ-BL10E-9
(&) Al Computers
=-f= Physical Devices
=B Ha

[0 BLi0e
[t

2

EE ]
oo o

=

60 |&xavhm ([2ommpr

EpmaEma

== HPQ-BL10E-1

Active IP Address:10.10.1.50 MAC Address: 0002ASEET0CE

@ Microsoft Windows 2000 Scripted Install Events

@ Microsoft Windows 2003 Scripted Install Events

@ ProLiant DL380 Packaged Cluster Deployment Events

@ Red Hat Enterprise Linux AS 3 Scripted Install Events

@ Red Hat Enterprise Linux ES 2.1 Scripted Install Events

@ Red Hat Enterprise Linux ES 3 Scripted Install Events

@ Red Hat Linux 7.2 Scripted Install Events

@ Red Hat Linux 7.3 Scripted Install Events

@ Red Hat Linux &.0 Scripted Install Events

(1l Red Hat Linux Advanced Server 2.1 Scripted Install Events

2 total

|»

W2K Status:

Job | Folder | Scheduled At | Status | Conditio
WPrDLiant BL10e Scripted ... Microsoft .., 11/20/2003 1:51 PM Scripk execution complete {default;
WReconFlgure: HPQ-H7EY... Configure J... 11j20/2003 5:51 PM Configuration process complete {default
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Rip-and-Replace for ProLiant BL Servers

From the Deployment Server Console, set a deployment rule on one of the deployed
server blades:

1. In the Computers pane, right-click a single server.

2. Select Properties.

ent Server =] x|

(1 hp ProLiant Essentials Rapid Deployment Pack Powered By Alti

File Edit Wiew Operations Toaols Help

|@as wzanac|jen/axdsnm [2ommar

EEEREEA

Bl Computers == HPQ-BL10E-1 Computers
55y New Computers Active 1P Address:10.10.1.50 MAC Address: D00245EE10C6
=s1HPQ-BL10I
.= HPO-BL10E- O pestore, .. W2K Status:
=0 HPC-BLLOE- & History.., Job [ Felder [ Scheduled at [ status | conditio
=3 HPQ-BL10E- Confiqure "4 ProLiant BL1D8 Scripted ... Microsoft ... 11j20j2003 1:51 PM Scripk execution complete {default]
223 HPG-BL10E- - WRecunﬂgure: HPQ-HFEY... Configure 1... 11/20§2003 5:51 PM Configuration process complete {default]
Quick Disk Image. ..
-0 HPG-BLLDE-
=3 HPQ-BLIDE- power cantrol 3
Z=1 HPQ-BL10E-
=53 HPQ-BL1OE- Remote Contral,..

-2 HPQ-BL10E- =2} Exerute. .
-2 All Computers 5! Copy File to...
EI-@ Physical Device:  chat,..

=B Hra ,
-1t BL10= fighemaed
% 1 Mew Job Wizard...
2
ED 3 ﬂ Mew Group...
[D 4 Q, Mew Computer...
S
% 6 Rename
[ 7 ¥ Delets
(DR Change Agent Settings 3
% ?U Gota Physical Device

Security...

1l Jobs Job Scheduling Wizard. ..
|l Red Hat Linux 7 a

[ Reed Hat Linu 7
@ Red Hat Linux 8.0 Scripted Install Events
@ Red Hat Linux Advanced Server 2.1 Scripted Install Events
EI--@ SmartStart Toolkit and ©35 Imaging Events
@ Capture Hardware Configuration and Linux Image
@ Capture Hardware Configuration and Windows Image
= @ Deploy Hardware Configuration and Linux Image
= @ Deploy Hardware Configuration and Windaws Image
@ SmartStart Toolkit Hardware Configuration Events
@ UnitedLinux 1.0 Scripted Install Events

Modifies the current selection's properties
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3. Scroll down and select the Bay icon.

4. Select Re-Deploy Computer from the Server change rule list.

Computer Properties ﬂ

Computer Properties

I ame Real Mame
Fack: HP HP
Enclosure: BL10e BL10e
Bay: 1 1
Bay index: 1

Last known gerver name:  HPA-BL10E-1

Server change rule  |'Wait for User Interaction j

[Fun a Predefined Job
W ait for Uzer Interaction
|grore the Change

| (] I Cancel Help

5. Click OK.

When this server blade is replaced, the deployment history is replayed on the new server. The
tasks and jobs in the server history are run starting from the most recent image or scripted
installation job, which for this example would be the image deployment.
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Understanding the ProLiant Integration Module for

Rapid Depl

oyment Pack Jobs

Deployment Server

Several sets of deployment jobs are imported into the Deployment Server console during
installation of the Rapid Deployment Pack. The jobs are not physical files on the Deployment
Server.

=

I

&Y Svstem Jobs
Microsaft Windows Scripted Install Events
-- Praliant BL Scripked Inskall For Microsaft \Windaws
Praliant ML/DL Scripted Install For Micrasaft Windows
ProLiant 0L330 Packaged Cluster Deployment Events

Packaged Cluster Imaged Install For \Windows

Red Hat Linux Scripted Install Events
ProLiant BL Scripted Install for Red Hat Linux

------ ProLiant ML/OL Scripted Install for Red Hak Linos:

@ SmartStart Toolkit and ©5 Irmaging Events
Capture Hardware Configuration and Linux Image

Capture Hardware Configuration and Windows Image
Deploy Hardware Configuration and Linux Image
Deploy Hardware Configuration and Windows Inage
<[ SmartStart Toolkit Hardware Configuration Events

----- Capture Hardware Configuration

Deploy Hardware Configuration

----- Erase Hardware Configuration and Disks

-[E] UnitedLinusx 1.0 Scripted Install Events

#| ProLiant BL Scripked Install for United Linux 1.0
ProLiant ML/DL Scripted Install for United Linux 1.0

[ Packaged Cluster Scripted Install For Microsoft Windows

These jobs are organized into the following categories:

Scripted install jobs for specific operating systems

ProLiant DL380 Packaged Cluster Deployment jobs

SmartStart Toolkit and OS Imaging jobs

SmartStart Toolkit Hardware Configuration jobs
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Scripted Install Jobs

A scripted install job enables you to perform a scripted hardware configuration and operating
system installation of any supported operating system on a configured or unconfigured server.

The scripted install jobs perform the following operations consecutively:

1.

Al

Run a batch file that configures the hardware, using the CONREP and ACR utilities from
the SmartStart Scripting Toolkit

Reboot the computer
Run a batch file that partitions the hard drive, using the CPQDISK utility
Reboot the computer

Run a batch file that copies support files to the hard drive of the target server and starts
the operating system-specific scripted installation mechanism

3-2
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Windows Scripted Install Jobs

Table 3-1 provides a breakdown of the ProLiant ML/DL scripted install for a Microsoft
Windows job. Each bold line represents one of the tasks in the job. Under each script task is
a condensed listing of the script and a description of its functionality. Details for modifying
each of these variables follow this table.

Table 3-1: Contents of the Microsoft Windows Scripted Install Job

Run Script (Set Hardware Configuration)

set osfile=w2k-h.ini

set hwrfile=mldl-h.ini

set aryfile=mldl-a.ini

call f:\deploy\tools\scripts\setcfg.bat

This external batch file sets the hardware and array configuration settings. First, it calls
CONREP with the wk2-h.ini file to set the hardware operating system settings. Next, it
calls CONREP with the mldI-h.ini file to set the rest of the hardware settings. Finally, it
calls ACR with the midl-a.ini file to set the array configuration settings.

Shutdown/Restart (Reboot)

Run Script (Set Disk Partition)

set prtfile=w2k-p.ini

call f:\deploy\tools\scripts\setpart.bat
This external batch file sets the disk partition configuration settings. It calls CPQDISK with
the wk2-p.ini file to set the disk partition settings.

Shutdown/Restart (Reboot)

Run Script (Install OS)

set ss=ss.xXX
where xxx is the version of support files installed. For example, 640 represents
version 6.40.

set os=w2k

set unattendfile=w2k.txt

call f:\deploy\tools\scripts\w2k.bat

This external batch file prepares the target server for a Microsoft Windows scripted
installation. First, it formats the hard drive. Next, it copies text mode drivers and the
Support Pack for Windows. Finally, it copies the files over for the Altiris Deployment
Agent for Windows. The ss variable is used to determine which flat file drivers and
Support Pack to copy. The os variable is used to determine from which Microsoft
Windows distribution to install. The unattendfile variable denotes which unattend.txt file to
use.

Run Script (Install OS)

winnt.exe
This script launches the Microsoft Windows installation program.
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Default Windows Hardware Configuration

Hardware configuration using Windows scripted install jobs is accomplished through the
automatic “smart default” methods provided by the SmartStart Scripting Toolkit utilities. The
BIOS is configured to accept default parameters, and the array controller (if any) is
configured according to one of the following methods:

e If the system contains one hard drive, the system is configured for RAID 0.

e If the system contains two hard drives, the system is configured for RAID 1.

e If the system contains three hard drives, the system is configured for RAID 5.

e If the system contains four or more hard drives, the system is configured for RAID ADG,

if supported. Otherwise, the system is configured for RAID 5.

Default Windows Installation Settings
The provided Windows deployment jobs specify certain default configuration parameters. To

deploy servers with specific configuration settings, you must modify the scripted install job
or underlying files as necessary.

Table 3-2: Windows Default Settings

Component Default Settings

Windows The administrator password for servers created using the provided scripts
administrator is password. This password is stored as clear text in the unattended
password answer file. HP recommends changing the default administrator password

within the unattended answer file located in the .\deploy\configs directory
in the Deployment Server default installation directory.

Drive configuration A single 2-GB partition is created (automatically expanded to the full drive
size during the operating system install).

ProLiant Support HP installs the latest support pack drivers and agents. The Web Agent

Pack files passwords are stored in encrypted form in the Foundation Agent Smart

Component. By default, these passwords are not set and, the Web Agent,
therefore does not function. HP recommends setting the passwords before
performing scripted install jobs. For information about setting the Web
Agent passwords, refer to “Preconfiguring the ProLiant Support Pack for
Windows” in the HP ProLiant Essentials Rapid Deployment
Pack—Windows Edition Installation Guide.
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Red Hat Linux Scripted Install Jobs
Table 3-3 provides the breakdown for a ProLiant ML/DL scripted install for a Red Hat Linux

job. Each bold line represents one of the tasks in the job. Under each script task is a
condensed listing of the script and a description of its functionality.

Table 3-3: Contents of the Red Hat Linux Scripted Install Job

Run Script (Set Hardware Configuration)

set osfile=linux-h.ini

set hwrfile=mldl-h.ini

set aryfile=mldl-a.ini

call f:\deploy\tools\scripts\setcfg.bat

This external batch file sets the hardware and array configuration settings. First, it calls CONREP
with the linux-h.ini file to set the hardware operating system settings. Next, it calls CONREP with
the midl-h.ini file to set the rest of the hardware settings. Finally, it calls ACR with the midl-a.ini file
to set the array configuration settings.

Shutdown/Restart (Reboot)

Run Script (Set Disk Partition)

set prtfile=linux-p.ini

call f:\deploy\tools\scripts\setpart.bat
This external batch file sets the disk partition configuration settings. It calls CPQDISK with the
linux-p.ini file to set the disk partition settings.

Shutdown/Restart (Reboot)

Run Script (Install OS)

set nfsserver=0.0.0.0

set ss=ss.XXX
where xxx is the ProLiant Support Pack version installed. For example, ss.640 represents
version 6.40.

set os=rhyy
where yy is the Red Hat Linux version. For example, rhas21 represents Red Hat Enterprise
Linux AS 2.1.

set ksfile=ks.cfg

call f:\deploy\tools\scripts\rhyy.bat

This external batch file prepares the target server for a Red Hat Linux scripted installation. First, it
formats the hard drive. Next, it copies over Red Hat Linux boot files to the target server. Finally, it
creates an autoexec.bat file. The autoexec.bat file contains a line that executes loadlin similar to
the following:

loadlin vmlinuz ks=nfs:%nfsserver%:/usr/cpqrdp/%ss%/%os%/%ksfile%
initrd=initrd.img

The nfsserver variable tells loadlin where to get the kickstart file. The os and ss variables are used
to determine the location of the boot files to copy and determine the location of the kickstart file.
The ksfile variable denotes the name of the kickstart file (.cfg) to use.

Additional command line parameters may also be included to support specific console needs.

Upon rebooting, the target server boots to the C drive and runs autoexec.bat, which loads the
Linux setup kernel. This reboot begins the Linux NFS-based scripted installation.
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Default Hardware Configuration

Hardware configuration is accomplished by means of automatic “smart default” methods
provided by the SmartStart Scripting Toolkit utilities. The BIOS is configured to accept
default parameters, and the array controller (if any) is configured according to one of the
following methods:

e If the system contains one hard drive, the system is configured for RAID 0.

e If the system contains two hard drives, the system is configured for RAID 1.

e If the system contains three hard drives, the system is configured for RAID 5.

e If the system contains four or more hard drives, the system is configured for RAID ADG,

if supported. Otherwise, the system is configured for RAID 5.

Default Red Hat Installation Settings
The provided deployment jobs specify certain default configuration parameters. To deploy

servers with specific configuration settings, you must modify the scripted install job or
underlying files as necessary.

Table 3-4: Red Hat Default Settings

Component Default Settings

Linux root password The root password for servers created using the provided scripts is
password. This password is stored as clear text in the kickstart file. HP
recommends that you change the root password to your own password and
in encrypted form within the kickstart file. For instructions, refer to the
Red Hat Linux Customization Guide located at
http://www.redhat.com/docs/manuals/linux.

Drive configuration When configuring the disk partition for a scripted operating system
installation, a 75-MB boot partition is created and the remainder of the
disk space is partitioned according to Linux default specifications.

Packages Basic Linux packages are installed for a scripted operating system
installation. The GNOME and KDE packages are not installed.

Firewall Firewall settings are disabled.

ProLiant Support HP installs the latest support pack drivers and agents. The default Linux

Pack files Web Agent password is password. These passwords are stored as clear

text in the input file, linuxpsp.ixt, located on the NFS server.
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UnitedLinux Scripted Install Jobs
Table 3-5 provides the breakdown for a ProLiant ML/DL scripted install for a UnitedLinux

job. Each bold line represents one of the tasks in the job. Under each script task is a
condensed listing of the script and a description of its functionality.

Table 3-5: Contents of the UnitedLinux Scripted Install Job

Run Script (Set Hardware Configuration)

set osfile=linux-h.ini

set hwrfile=mldl-h.ini

set aryfile=mldl-a.ini

call f:\deploy\tools\scripts\setcfg.bat

This external batch file sets the hardware and array configuration settings. First, it calls
CONREP with the linux-h.ini file to set the hardware operating system settings. Next, it calls
CONREP with the midI-h.ini file to set the rest of the hardware settings. Finally, it calls ACR
with the mldl-a.ini file to set the array configuration settings.

Shutdown/Restart (Reboot)
Run Script (Set Disk Partition)

set prtfile=linux-p.ini

call f:\deploy\tools\scripts\setpart.bat
This external batch file sets the disk partition configuration settings. It calls CPQDISK with the
linux-p.ini file to set the disk partition settings.

Shutdown/Restart (Reboot)

Run Script (Install OS)

set nfsserver=0.0.0.0

set ss=ss.XXX
where xxx is the ProLiant Support Pack version installed. For example, ss.640 represents
version 6.40.

set os=ulyy
where yy is the UnitedLinux version. For example, ul10 represents UnitedLinux 1.0.

set ctlfile=mldl.xml

call f:\deploy\tools\scripts\ulyy.bat

This external batch file prepares the target server for a UnitedLinux 1.0 scripted installation.
First, it formats the hard drive. Next, it copies over UnitedLinux 1.0 boot files. Finally, it creates
an autoexec.bat file. The autoexec.bat file contains a line that executes loadlin.

The nfsserver variable tells loadlin where to get the control (.xml) and UnitedLinux yy operating
system files. The os and ss variables are used to determine the location of the boot files to
copy and also are combined to determine the location of the control file. The ctlfile variable
denotes the name of the control (.xml) file to use.

Additional command line parameters may also be included to support specific console needs.

Upon rebooting, the target server boots to the C drive and runs autoexec.bat, which loads the
Linux setup kernel. This reboot begins the Linux NFS-based scripted installation.
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Default Hardware Configuration

Hardware configuration is accomplished by means of automatic “smart default” methods
provided by the SmartStart Scripting Toolkit utilities. The BIOS is configured to accept
default parameters, and the array controller (if any) is configured according to one of the
following methods:

e If the system contains one hard drive, the system is configured for RAID 0.

e If the system contains two hard drives, the system is configured for RAID 1.

e If the system contains three hard drives, the system is configured for RAID 5.

e If the system contains four or more hard drives, the system is configured for RAID ADG,

if supported. Otherwise, the system is configured for RAID 5.

Default UnitedLinux Installation Settings
The deployment jobs provided with Rapid Deployment Pack use several default configuration

parameters. To deploy servers with specific configuration settings, you must modify the
scripted install job or underlying files as necessary.

Table 3-6: UnitedLinux Default Settings

Component Default Settings

Linux root password  The root password for servers created using the provided scripts is
password. This password is stored in encrypted form in the control file. It is
recommended that you change the root password in the control file. For
instructions, refer to the AutoYaST2-Automatic Linux Installation and
Configuration with YASTZ2 guide located at
http://www.suse.de/~nashif/autoinstall/8.1.

Drive configuration When configuring the disk partition for a scripted operating system
installation, the disk space is partitioned according to UnitedLinux default
specifications.

Packages Basic Linux packages are installed for a scripted operating system
installation. The GNOME and KDE packages are not installed.

Firewall Firewall settings are disabled.

ProLiant Support HP updates and installs the latest support pack drivers and agents provided

Pack files by the Rapid Deployment Pack release. The default Linux Web Agent

password is password. These passwords are stored as clear text in the
input file, linuxpsp.txt, located on the NFS server.

3-8 HP ProLiant Essentials Rapid Deployment Pack—Windows Edition User Guide


http://www.suse.de/~nashif/autoinstall/8.1

Understanding the ProLiant Integration Module for Deployment Server

SmartStart Toolkit and OS Imaging Jobs

SmartStart Toolkit and OS Imaging Jobs capture an exact copy of a server hardware
configuration and hard drive image and deploy them to other ProLiant servers.

IMPORTANT: Server images can only be replicated when the reference server and the target server
are the same ProLiant server model with the same hardware configuration.

The Capture Hardware Configuration and Image Job performs the following tasks:
1. Runs several commands to remove cached DHCP information from reference server
2. Runs the Altiris imaging tool to capture the target server hard drive image

3. Runs a batch file that captures the hardware configuration, using the CONREP and ACR
utilities from the SmartStart Scripting Toolkit

The Deploy Hardware Configuration and Image Job performs the following tasks:

1. Runs a batch file that deploys the hardware configuration, using the CONREP and ACR
utilities from the SmartStart Scripting Toolkit

2. Reboots the computer

3. Runs the Altiris imaging tool to deploy a hard drive image to the target server

Windows and Linux Imaging Jobs

Windows and Linux systems are imaged using the default Altiris imaging mechanism, which
relies on the Altiris Deployment Agent running on the system to be imaged. The imaging task
instructs the Deployment Agent to perform pre-imaging configuration tasks on the system to
be imaged, then the system reboots to DOS so the imaging can be performed. After the
imaging is completed, the system reboots back to Windows or Linux, where the Deployment
Agent recreates the previous configuration of that system. The pre-imaging configuration is
necessary to configure server specific information, such as the computer name, IP address,
domain name, security ID, and so on.
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SmartStart Toolkit Hardware Configuration Jobs

The SmartStart Toolkit Hardware Configuration Jobs can quickly deploy a server hardware
configuration to other ProLiant servers.

The SmartStart Toolkit Hardware Configuration Jobs:

e Run a batch file that captures or deploys the hardware configuration using the CONREP
and ACR utilities from the SmartStart Scripting Toolkit

e Reboot the computer (a reboot is required after configuring the array controller)

The SmartStart Toolkit Hardware Configuration Jobs also include the System Erase utility.
This utility can be used to erase all the data on a system, including the hardware configuration
and hard drives.

CAUTION: Using the System Erase utility erases all data on the system. Be sure that all
appropriate backups have been made before using the System Erase utility to prevent any
data loss.
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Understanding the Deployment Server Directory Structure

When you install the ProLiant Integration Module for Deployment Server, the directory
ADeployment Server is populated with the tools, scripts, and configuration files.

Table 3-7 provides an overview of the directory structure for .\Deployment Server.

Table 3-7: Directory structure for .\Deployment Server

Reference Name Directory Path Directory Description

Images Aimages Contains the default image files created during an
image capture task or deployed during an image
deployment task

Configurations \deploy\configs Contains hardware, array, and partitioning
configuration files

Tools \deploy\tools Contains various applications used specifically for
Rapid Deployment Pack not provided by the
SmartStart Scripting Toolkit

Scripts \deploy\tools\scripts Contains operating system-specific batch files

SmartStart A\deploy\tools\ssst Contains the SmartStart Scripting Toolkit, which

Scripting Toolkit includes the SmartStart Scripting Toolkit
documentation

Windows OS Files \deploy\cds\windows Contains the Windows operating system files for
system-specific scripted installation

Linux Boot Files A\deploy\cds\compaqg\  Contains Linux-specific installation kernels and
SS.XXX\yyyy* initial RAM disk images for starting the operating
system-specific scripted installation

Documentation \docs Contains Rapid Deployment Pack-Windows
Edition documentation

* where xxx represents the ProLiant Support Pack version installed and yyyy represents the
operating system/distribution shortcut name

Images

When performing the Capture Hardware Configuration and Image jobs and Deploy Hardware
Configuration and Image jobs for both Windows and Linux, the image files are saved in this
directory. These provided jobs use the default image file, wincap.img for Windows and
Inxcap.img for Linux, which is specified within the imaging tasks of the jobs. If you use the
jobs without modification, each time you capture a new image it will overwrite the previous
image. To capture or deploy images for different server configurations, you must copy and
rename the jobs, then modify the image file name in the imaging task so that the files are
saved with a unique name.
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Configurations

The various initialization files for setting the server hardware, array, and drive partitions
during the scripted installation jobs are found in this directory.

When performing the Capture Hardware Configuration and Image and Deploy Hardware
Configuration and Image jobs, the default initialization files representing hardware
configuration and array configuration are WINCAP-H.INI and WINCAP-A.INI for Windows
and LNXCAP-H.INI and LNXCAP-A.INI for Linux, respectively.

When performing the Capture Hardware Configuration and Deploy Hardware Configuration
jobs, the default initialization files representing hardware configuration and array
configuration are CPQCAP-H.INI and CPQCAP-A.INI, respectively.

If you use the capture jobs without modification, each time you capture a new configuration,
it overwrites the previous configuration. To capture and deploy configurations for different
servers, copy and rename the jobs, and then modify the configuration file name variable
within the jobs so that the files are saved with a unique name.

Table 3-8: Configuration Files

Files Used for
*-h.ini CONREP.EXE
*-a.ini ACR.EXE
*-p.ini CPQDISK.EXE

Tools

This directory contains tools used during server deployment that are not included in the
SmartStart Scripting Toolkit.
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Scripts

The scripts contained in this directory are used for:

e  Wrapping utilities in the SmartStart Scripting Toolkit to detect and report errors back to
the operating system

e Setting up the target server to begin an operating system installation

Table 3-9: Script Files

Files Used for

acr.bat Calls ACR.EXE

conrep.bat Calls CONREP.EXE

cpqdisk.bat Calls CPQDISK.EXE

set*.bat Sets operating system, hardware, array, and

partition settings

get*.bat Gets operating system, hardware, array, and
partition settings

yyyy.bat Prepares hardware for operating system install

* where yyyy is the operating system/distribution shortcut name

Windows OS Files

One directory is created for each Windows operating system to store the operating system
files. These files are used by the Windows scripted install jobs. The directory names are
derived from the operating system name to distinguish each Windows operating system
version. For example, .\deploy\cds\windows\w2k is the directory name for the Windows 2000
operating system files.
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Linux Boot Files

One directory is created for each Linux operating system to store the Linux boot files in the
Adeploy\cds\compaq\ss.xxx directory. The directory names are derived from the operating
system name to distinguish each Linux operating system version. For example,
Adeploy\cds\compaq\ss.640\rhas21 is the directory name for the ProLiant Support Pack 6.40
and Red Hat Enterprise Linux AS 2.1.

The following files located within each of these directories are used by the Linux scripted
install jobs to start the Linux installation:

e initrd.img—The initial ram disk Linux image
e vmlinuz—Linux boot kernel

e loadlin.exe—Executable to load the Linux image and run the kernel

Documentation Files

The Rapid Deployment Pack documentation is installed in the .\docs directory in Portable
Document Format (.pdf). These files can be viewed using Adobe® Acrobat® Reader.
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Installing the ProLiant Integration Module for NFS populates the /ust/cpqrdp directory with
the operating system distribution files, Linux installation files, and ProLiant Support Pack
files according to selections made during installation. Table 4-1 provides an overview of the
directory structure within /usr/cpqrdp.

Table 4-1: NFS Directory Structure

Reference Name Directory Path Directory Description

Linux distribution files /usr/cpqrdp/yyyy* Contains the operating system source files
from the Linux OS distribution CDs.

Linux installation files /usr/cpgrdp/ss.xxx/yyyy*  Contains the Linux installation files.

* where xxx represents the ProLiant Support Pack version installed, and yyyy represents the
operating system/distribution shortcut name

Linux Distribution Files

Within the /usr/cpqrdp directory, one directory is created per operating system for storing the
Linux distribution source files. The directory names are derived from the operating system
name to distinguish each Linux operating system version. For example, /usr/cpqrdp/rhas21 is
the directory name for the Red Hat Enterprise Linux AS 2.1 files.

NOTE: Red Hat distribution CD-ROM .iso images can be used in place of the source files at this
location. For more information, refer to the Rapid Deployment Pack Knowledge Base at
http://www.hp.com/servers/rdp/kb.

Linux Installation Files

In addition to the operating system directory path created in the /usr/cpqrdp directory, a path
associated with the support version, ss.xxx, is also created, where xxx represents the ProLiant
Support Pack version.
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Red Hat

For each Red Hat Linux distribution, the kickstart installation files are stored in the
/usr/cpqrdp/ss.xxx/rhyy directory, where rhyy represents the Red Hat distribution shortcut
name. For example, Red Hat Enterprise Linux AS 2.1 installation files are saved in the
/usr/cpqrdp/ss.xxx/rhas21 directory. Different kickstart files are provided based on server
model because of differences in technology, installation requirements, or both.

The support pack files associated with Red Hat are located in the /usr/cpqrdp/ss.xxx/rhyy/csp
directory. A script file, rhyy.sh, installs the support pack components during a Linux scripted
install. The script file uses an input file, linuxpsp.txt, to set various parameters. For additional
information about the input file and installing the ProLiant Support Pack, refer to the
ProLiant Support Pack and Deployment Utilities documentation.

UnitedLinux

For UnitedLinux, the control installation files are stored in the /usr/cpqrdp/ss.xxx/ulyy/control
directory, where ulyy represents the UnitedLinux distribution shortcut name. For example,
UnitedLinux 1.0 installation files are saved in the /usr/cpqrdp/ss.xxx/ul10/control directory.
Different control files are provided based on server model because of differences in
technology and/or installation requirements.

UnitedLinux updates are located within the control directory at
/usr/cpqrdp/ss.xxx/ulyy/control/updates. Custom package selection files are provided within
the update directory.

The ProLiant Support Pack files associated with UnitedLinux are located in the
/usr/cpqrdp/ss.xxx/ulyy/csp directory. A script file, ulyy.sh, installs the support pack
components during a Linux scripted install. The script file uses an input file, linuxpsp.txt, to
set various parameters. For additional information about the input file and installing the
ProLiant Support Pack, refer to the ProLiant Support Pack and Deployment Ultilities
documentation.
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Configuration Files

Customizing the Jobs Pane

The Deployment Server Console is the user interface for managing and deploying servers.
Within the console, all the jobs are categorized in a folder hierarchy in the Jobs pane. You
can rearrange the folders and edit the jobs.

This section explains how to add, copy, and delete job folders and jobs. For additional
information about the customization features of the Web console, refer to the Altiris
Deployment Solution 6.1 Product Guide at http://www.hp.com/servers/rdp.

Initial Deployment
Syskem Jobs
(B Microsoft Windows Scripted Install Events
ProLiant BL Scripted Install For Microsoft Windows
ProLiant ML/DL Scripted Install For Microsaft Windows
- ProLiant DL3580 Packaged Cluster Deplayment Events

Packaged Cluster Imaged Inskall For Windows
Packaged Cluster Scripted Install for Microsoft Windows

=B Red Hat Linux Scripted Install Events
----- ProLiant BL Scripted Install for Red Hat Loz

----- ProLiant ML/DL Scripted Install For Red Hak Linux

E@ Smartstart Toolkit and OS5 Imaging Events

----- Zapture Hardware Configuration and Linux Image
----- Zapture Hardware Configuration and Windows Image
----- Deploy Hardware Confiquration and Linu Image

----- Deploy Hardware Configuration and Windows Image
El@ SmartSkart Toolkit Hardware Configuration Events

----- Capture Hardware Configuration

----- Deploy Hardware Configuration

----- Erase Hardware Configuration and Disks

=[] UnitedLinue: 1.0 Scripked Inskall Events

' ProLiant BL Scripked Install for United Linu: 1.0
ProLiant ML/DL Scripted Install For United Linu:x 1.0

IMPORTANT: Be sure to make copies of the provided jobs and files for backup to ensure that a
working version exists in case you encounter a problem.
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Adding a New Job or Folder

To add a new job or folder:
1. Right-click in the Jobs pane header, and select New Job or New Folder.
2. Enter a descriptive name for the new job or folder.

3. Press the Enter key.

Copying a Job or Folder

To copy a job or folder:

1. Right-click the job or folder, and select Copy.

2. Right-click another location in the Jobs pane, and select Paste.

IMPORTANT: The jobs in the Rapid Deployment Pack use long names to be descriptive. However,

when attempting to copy these jobs, the name exceeds the 64-character limit of the Deployment Server
Console and truncates because Altiris places Copy of in front of the job name.

Renaming a Job or Folder

To rename a job or folder:

1. Right-click the job or folder and select Rename, or select the job or folder and press the
F2 key.

2. Enter a descriptive name for the job or folder.

3. Press the Enter key.

Deleting a Job or Folder

To delete a job or folder:
1. Right-click the job or folder, and select Delete.

2. Click Yes when prompted to confirm the action.

IMPORTANT: Deleting a folder permanently deletes all jobs within that folder.

Moving a Job or Folder

To move a job or folder:
1. Select the job or folder.

2. Drag and drop the job or folder onto another folder. To create a top-level folder, drag and
drop the folder onto the Jobs pane header.
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Exporting a Job or Folder

To export a job or folder:
1. Right-click the job or folder.
2. Select Export or Export Subfolders.

3. In the Export Select Job(s)/Folder(s) dialog box, click Browse to designate a directory
and job file, or enter the path and file name in the Export to File name field.

NOTE: Job files are usually denoted with the .bin extension.

4. Click OK.

Importing a Job or Folder
1. Right-click within the Jobs pane.
2. Select Import.

3. In the Import Job dialog box, click Browse to locate the directory and job file, or enter
the path and file name in the Job file to import field. Job files are usually denoted with
the .bin extension.

4. Select the appropriate checkboxes, and then click OK.

Customizing the ProLiant Integration Module for
Deployment Server

The following sections provide information about customizing the ProLiant Integration
Module for Deployment Server.

Modifying the Microsoft Windows unattend.txt File

You might want to modify the provided Windows unattend.txt file to:
e Change the default administrator password
e Change the default workgroup or domain name

e Select which operating system components to install, such as Internet Information
Services (IIS) or Terminal Services

For information about editing a Windows scripted install unattend.txt file, refer to
“Customizing the Provided Jobs, Scripts, Tools, and Configuration Files” in the HP ProLiant
Essentials Rapid Deployment Pack—Windows Edition Installation Guide or the

Windows 2000 online resource kit at
http://www.microsoft.com./windows2000/techinfo/reskit/en-us/default.asp.

For the location of the unattend.txt files on the Deployment Server, refer to Chapter 3 of
this guide.
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Customizing the Hardware Configuration Settings

IMPORTANT: The hardware configuration files are not operating-system specific. The Linux scripted
install jobs use these files also. Changing the supplied files might have unwanted consequences.

You might want to customize the provided configuration files to:
e Enable or disable Advanced Server Recovery (ASR)

e Change the default boot order

e Set the RAID level or number of logical drives

For information about editing configuration files, refer to the SmartStart Scripting Toolkit
User Guide or http://www.hp.com/servers/sstoolkit.

For the locations of the hwrfile= and the aryfile= variables within the provided scripted
install jobs and file location on the Deployment Server, refer to Chapter 3 of this guide.

Updating the ProLiant Support Pack Files

You might want to update your jobs to reference new support files if you have:
e Created your own jobs
e Customized provided jobs

e Chosen not to overwrite the existing provided jobs when updating the Rapid
Deployment Pack

For the location of the ss= variable within the provided scripted install jobs and file location
on the Deployment Server, refer to Chapter 3 of this guide.

To update Linux scripted install jobs, the installation files in the ProLiant Integration Module
for NFS Server must also be modified. For information about the ProLiant Integration
Module for NFS Server directory structure, refer to Chapter 4 of this guide.
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Customizing the Packaged Cluster Deployment Jobs

This section provides instructions to customize the packaged cluster deployment jobs for
Windows.

The default array configuration file for the shared storage provided with the ProLiant
Integration Module creates the following configuration in the Smart Array Cluster Storage:

/3 Array Configuration Utility - Microsoft Internet Explorer =101 |

[JF] Array Configuration Utility 6.40.11.0

Configure

Help Exit ACU

Select a task for:

Configuration Yiew Show Physical View

Smart Amray Si
B convrollerin
Embedded Slot

Smart Array Cluster Controller in
912BINF2K5LE

el Smart Array Cluster Controller in 932BIN7 2K SLE
Smart Amay

— " Custer Controller ' 9.1 GB Unassigned Drive at Box 1: Bay 3
in 9J2BIN7 2K5LE

Controller Settings

Logical Drive Array Accelerator Settings
' 9.1 GB Unassigned Drive at Box 1: Bay 4

Rescan Controllers

Create Array
' 9.1 GB Unassigned Drive at Box 1: Bay 5
Selective Storage Presentation
' 9.1 GB Unassigned Drive at Box 1: Bay 6

Clear Configuration
Eﬁ Array A —
v More Information

f Logical Drive 1 { 510 MB, RAID 1+0 )

f Logical Drive 2 { 8163 MB, RAID 1+0 )

Table 5-1: Default Array Configuration

Logical Drive 1 RAID 1+0 510 MB

Logical Drive 2 RAID 1+0 Remaining Disk Space

To specify a custom array configuration file for cluster deployments, complete the
following steps to configure the storage and capture the hardware configuration using
the Rapid Deployment Pack.

1. Manually configure the arrays and logical drives in the Smart Array Cluster Storage
using the Array Configuration Utility.

2. Drop the Capture Hardware Configuration job in the SmartStart Toolkit Hardware
Configuration Events folder on the server connected to the storage.

3. After the event completes, locate the default file created by the event, cpqcap-a.ini, in
the .\deploy\configs directory on the Deployment Server. Rename this file.

4. Edit this renamed file by removing all of the array information for the internal storage,
denoted by the following header:

;Controller Specifications
;Controller Smart Array 5i

5. Close and save this file in the .\deploy\configs\clusters directory on the
Deployment Server.

6. On the Deployment Server, make a copy of the packaged cluster deployment job to be
used to deploy this custom storage configuration.
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7. Rename this job to indicate the storage configuration being deployed.

8. In this new job, open the Run Script—Setup Deployment Environment task. Update the

storagefile= variable with the name of the new array configuration file.

() hp ProLiant Essentials Rapid Deployment Pack Powered By Altiris eXpress Deployment Server
File Edit ‘Yiew

=181 |

Operations Tnols Help

j[@as|w2aac sal@xadca||tesmmnry EEZDEEA

[# Computers ¥ Packaged Cluster Imaged Install for Windows

local environment

Mew Computers Description:
=2 All Computers -
%@ mycluster Condition: | (dsfaul) | sewp»
{5 cusnodel
(it et [ Detals T = [ | +
Copy File From: \Deploytoolshscripts
Copy File From: .\Bootwiz\boothD os'\w it exe Add 3>
Run Script Setup Deployment Environment J
Run Script R Modify...
Run Script il
Run Secript . LI Delete |
Seript Inf
| computer Seripts run remately on the managed computer. Set up the soript o run in the P Address

Initial Deplayment
(&) System Jobs

Run the script from file:

= @ ProLiant DL380 Packaged Cluster Deployment Events
@ Packaged Cluster Imaged Install for Wind(
= @ Packaged Cluster Scripted Install For Microsaft Wi
: @ Packaged Cluster Scripted Install For Micrasaft Wi

Name & | Hedip |

Description:  Setup Deplayment Environment

& Bun s zeript:

rem Setup Deployment Environment

set SXSERVER=%D5SERVER™

set SERVERNAME =%NODEFULL:

set CLUS TERMAME=%#""select computer_group.name from computer_group
set CLUS TERID=%Hlcomputer@group_id%

ﬂ Impart.... |

set clusterfile=clusters\ZCLUS TERMAME X ini
et storagefile=clusters\SACS-R1.ini

[~ |
In which 05 would pou like to run this script?
’V  pos & Wfindows 1 Linug ‘
Summary - To change click ‘4dvanced" Ad 4
fvance: |
Running the script with the default security context. The scipt will be run on the
local Deployment Server. The seript window will be minimized
< Back I Nest > I Finish Cancel I Help |
| | i
0 total

NOTE: If this file is located in a directory other than .\configs\cluster, specify that directory in the set
statement as well. For example, if the shared storage array configuration file, exch-R5.ini, was stored in
a subdirectory of the cluster directory named Chicago, the set statement would be:

set storagefile=clusters\Chicago\exch-R5.ini
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Customizing the Provided Jobs, Scripts, Tools, and Configuration Files

Customizing the ProLiant Integration Modules for NFS Server

The following sections provide information about customizing the ProLiant Integration
Module for NFS Server.

Customizing the Red Hat Linux Kickstart File

You might want to customize the provided kickstart files to:
e Change default root or grub passwords

e Change partitions, types, and sizes

e Change Linux packages that are installed

e Add errata kernel installation

For information about editing the kickstart files, refer to the Red Hat Linux Customization
Guide located at http://www.redhat.com.

Refer to Chapter 3 of this guide for the location of the ksfile= variable within the provided
scripted install jobs and Chapter 4 for the kickstart file location on the NFS server. For each
Linux distribution, there are several jobs and associated kickstart files for specific ProLiant
models and families. If you want to make a change to the kickstart file for a particular server
or type of server, copy, rename, and edit the kickstart file and the associated job to reference
the new kickstart file.

Customizing the UnitedLinux Control File

You might want to customize the provided control files to:
e Change default root or grub passwords
e Change partitions, types, and sizes

e Change Linux packages that are installed

For information on editing control files, refer to the AutoYast guide at
http://www.suse.de/~nashif/autoinstall/index.html.

Refer to Chapter 3 of this guide for the location of the ctlfile= variable within the provided
scripted install jobs and Chapter 4 for the control file location on the NFS server. For each
Linux distribution, there are several jobs and associated control files for specific ProLiant
models and families. If you want to make a change to the control file for a particular server or
type of server, copy, rename, and edit the control file and the associated job to reference the
new control file.
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