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Introduction

Virtualization is the representation of hardware through software. This representation, in which
multiple guest operating systems run concurrently on a single hardware machine, increases system
utilization, and reduces cost and complexity in server consolidation projects. In addition, virtualization
provides you with the flexibility to respond to changing business demands.

Two types of migration tasks play key roles in the virtualization process:

e Physicalto-virtual (P2V) migration enables migration of a physical machine to a virtual machine
running on Microsoft® Virtual Server 2005, VMware ESX Server, or VMware GSX Server.

e Virtualo-virtual (V2V) migration enables migration of a virtual machine guest between virtualization
layers, including Microsoft Virtual Server 2005, VMware ESX Server, and VMware GSX Server.

Overview

The HP Proliant Essentials Server Migration Pack (SMP) extends the functionality of the HP ProLiant
Essentials Virtual Machine Management Pack (VMM) to provide integrated P2V and V2V migrations.
The Server Migration Pack enables you to simplify the server consolidation process, thereby freeing
you to focus on other priorities.

Figure 1. Physical servers consolidated info a virtual machine host setup (P2V)
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The Server Migration Pack is a companion product that works in conjunction with the Virtual Machine
Management Pack 1.10 or later. The Virtual Machine Management Pack, in turn, adds virtual
machine management capability within HP Systems Insight Manager (HP SIM) 4.2 Service Pack 1 or
later. The Virtual Machine Management Pack provides tracking, monitoring, and control functions for
organizing an effective virtualized environment.

IMPORTANT: The Server Migration Pack will only migrate a physical machine or virtual machine to
virtual machine hosts that are licensed and managed by the Virtual Machine Management Pack.



Benefits

The Server Migration Pack provides central management and control of P2V and V2V migrations.
Among its benefits, the Server Migration Pack provides:

Simplified server consolidation processes
SMP wizards provide simple, easy-to-follow processes for performing P2V and V2V migrations. This
simplified process reduces time needed to perform migration tasks.

Integration with HP SIM and the Virtual Machine Management Pack

Integration with HP SIM provides you a “single pane of glass” view that includes the auto discovery of
the virtual machines, coupled with the Virtual Machine Management Pack’s best-in-class host server
resource monitoring and metrics to enable the migration process.

Workload management

As with the Virtual Machine Management Pack, IT administrators can use the Server Migration Pack
to easily move virtual machine guests between host servers to optimize workloads of host server
resources.

These benefits provide you with simplified management and operation of multiple virtual machine
environments, reduced administration cost and complexity, and faster response times.



Technology summary

Migration allows for the movement of workloads from physical or virtual servers to other virtual host
servers. The Server Migration Pack ensures the following operations in the virtual environment during
a P2V or a V2V migration process:

e Image transfer
e Boot environment adaptation

e Injection of Microsoft Windows® operating system drivers

P2V migration supports the migration of basic disks and dynamic disks that have simple
(non-extended) volumes. A dynamic disk can contain simple volumes, spanned volumes, striped
volumes (for example, RAID 0), mirrored volumes (for example, RAID 1), and striped with parity
volumes (for example, RAID 5).

During the image transfer, the Server Migration Pack:

o Creates virtual target disks with matching partition signatures
e Optimizes the copy of known file system types (only used sectors are copied)

e Copies unknown file system types sector for sector

NOTE: The Server Migration Pack creates target virtual disks with matching partition signatures. The
target virtual disks are created with a virtual disk size rounded up to the next gigabyte. For example,
if your source disk is 9.8 GB, the Server Migration Pack creates a 10-GB virtual sized disk.

NOTE: For Microsoft Virtual Server and VMware GSX Server, the Server Migration Pack creates
dynamically expanding disks that expand up to the virtual size when sectors are actually used.
Meanwhile, for VMware ESX Server, the Server Migration Pack creates fixed disks.

NOTE: The Server Migration Pack uses HP Proliant Essential products licensing. One license is used
for each server migration.



Server Migration Pack console

From the HP SIM toolbar, select Tools>Integrated Consoles>Server Migration Pack to access the Server
Migration Pack console. The home page of this console, shown in the following figure, is your starting
point to perform P2V and V2V migrations.

Figure 2. Server Migration Pack console
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Upload Binaries Screen

The Server Migration Pack automatically uploads binary files for migration tasks. You can access the
Upload Binaries screen from the Server Migration Pack console. If the required operating system
binary files are not uploaded within the HP SIM Central Management Server (CMS), the Upload
Binaries screen is displayed at the appropriate time during the P2V or V2V migration processes. To
access the Upload Binaries screen from the Server Migration Pack console, click upload the required
driver and OS binaries.

If additional files are necessary, load these files from your original Windows or VMware media
before beginning your migration tasks or during the migration process when the screen illustrated in
Figure 3 appears. Also, if Microsoft iSCSI Initiator 1.06 is not installed on the CMS, download and
install the initiator from http://go.microsoft.com/2linkid=663997. The Server Migration Pack requires
Microsoft iSCSI Initiator for P2V and V2V migration tasks. The following table shows the binary files
that are preinstalled by operating system.

Table 1. Operating system binary files automatically available for migration

Operating system Operating system binary file status

Windows NT 4.0 (Optional) Verity that all the binaries are
available. By default they are available within
the Server Migration Pack application.

Windows 2000 No action required.

Windows 2003 No action required.

Windows XP Requires upload of SCSI drivers in case of
migration to VMware target virtual machine
host.



http://go.microsoft.com/?linkid=663997

The following figure shows the Server Migration Pack Upload Binaries screen.

Figure 3. Server Migration Pack Upload Binaries screen
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In this example, if performing a migration that includes Microsoft Windows XP, you must upload the
vmscsi.sys file. Meanwhile, the binaries required for performing a Windows NT 4.0 Service Pack
migration are available.

IMPORTANT: In most cases, you will not need to access the Upload Binaries screen because the
appropriate binary files for Windows NT 4.0, Windows 2000, and Windows 2003 will have been
preinstalled. However, if you are performing a migration of a server running the Windows XP
operating system, you must upload the vmscsi.sys driver from the VMware distribution CD.




Physicalto-virtual (P2V) migrations

The Server Migration Pack enables you to perform P2V migrations from a P2V wizard, which is
accessible from the SMP console by clicking P2V migration wizard. P2V migration supports x86
servers running Microsoft Windows operating systems, including Windows NT 4.0, Windows 2000,
and Windows 2003. For a list of supported physical machine operating systems for P2V migrations,
refer to the HP Proliant Essentials Virtual Machine Management Pack and Server Migration Pack
Support Matrix.

IMPORTANT: The source physical machine device must be a server running a Microsoft Windows
operating system and cannot be a virtual machine host.

IMPORTANT: The HP SIM CMS cannot have any virtualization software, such as Microsoft Virtual
Server 2005 or VMware GSX Server, installed and running for this migration.

The following figure displays the P2V wizard, which will guide you through the steps to perform a
P2V migration.

Figure 4. Server Migration Pack P2V wizard
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The following table lists the P2V migration wizard column names and descriptions.

Table 2. P2V migration wizard column names and descriptions

Column Description

System Name The network identification name of the physical server
System Address The network IP address of the physical server
Operating System The operating system running on the physical server
Model The product name of the physical server

State The P2V migration state of the physical server

From the wizard, select a source physical machine from the list of HP SIM-managed servers and click
Next. You can sort the list in both ascending and descending order in the System Name, System
Address, Operating System, Model, and State columns. The sorted column is highlighted, and the sort
order can be identified by the direction of the arrow on the sorted column heading.

If your managed system, such as Dell or IBM, does not display in the list, you can add it to the list by
specifying the full Domain Name Space (DNS) or system IP address in the provided text box and
clicking Inspect only. This process will validate if the device is supported for P2V migration. After the
device has been successfully inspected and is available for P2V migration, select it and click Next to
continue with the P2V migration wizard.

Click Refresh Device List to reload the system information from HP SIM and update the systems state in
the list. Manually added devices can be deleted from the list by selecting the devices and clicking
Delete.

The following table lists the states and their descriptions.

Table 3. States of physical servers

State Description

No State Device not inspected for P2V

Normal SMP agent not running

Not Available Device not available for the Server Migration
Pack

Installing Deploying SMP agent to the device

Prepared Device is prepared for P2V

Migrating P2V in progress

Ready Device ready for P2V




After selecting a source machine, the wizard guides you to select the appropriate mode to deploy the
SMP agent. The SMP agent is remotely deployed using one of the following methods from within the
P2V wizard:

e OpenSSH: This method is applicable only to the servers in the P2V wizard device list that are
managed by HP SIM and have OpenSSH installed.

e Deploy SMP: This method is available for devices that are managed by HP SIM and for servers that
are manually added in the Server Migration Pack P2V wizard by specifying the DNS name or IP
address. This mode of deployment is the faster of the two and takes 1 to 3 minutes. This mode of
deployment requires administrative system-level login credentials of the source physical machine.

The SMP agent is deployed remotely to the source physical machine. After the installation is complete,

the SMP agent runs and establishes communication between the source physical machine and the
CMS.

The wizard guides you to review the source machine details and select the target virtual machine host
from the list of available VMM-managed virtual machine hosts.

Atter you select the target virtual machine host, the wizard guides you to select the target path where
the disk files will be copied on the target virtual machine host and specify a unique target virtual
machine guest name. Optionally, you can reconfigure the memory allocation for the migrated virtual
machine guest.

Confirm the migration details, and begin the migration.
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P2V migration notes
e One SMP license is used after each P2V migration.

e The migrated virtual machine guest will have a new BIOS serial number and Media Access Center
(MAC) address after each P2V migration. The new BIOS serial number and MAC address are
generated when the migrated virtual machine guest is registered to the target virtual machine host
and is powered on.

e The migrated virtual machine guest is automatically registered to the target virtual machine host
after a P2V migration and can be powered on from the Virtual Machine Management Pack
console.

e You must set the host name for the migrated virtual machine guest so that no conlflicts arise in the
network. Duplicate ID in the network can be resolved by setting a unique name for the migrated
virtual machine and by using additional tools such as Windows sysprep.

e The migrated virtual machine guest contains a dynamically expanding virtual disk in case of a
Microsoft Virtual Server or VMware GSX Server target virtualization layer.

e The migrated virtual machine guest contains a fixed disk in the case of a VMware ESX Server target
virtualization layer.

e The Server Migration Pack creates virtual target disks with matching partition signatures. The target
virtual disks are created with a virtual size rounded up to the next gigabyte. For example, if your
source disk is 9.8 GB, the Server Migration Pack creates a 10-GB virtual sized disk.

e The SMP agent on the source physical machines is not removed automatically at the end of
migration. You can delete the SMP agent folder $hp_smpagent$ after the migration process is
complete.

e Migration operations are queued if the selected target virtual machine hosts are currently involved
in other migration tasks.

e During the P2V migration process, all the source data is migrated to the target virtual machine
guest.

e In the event of a failed P2V migration, the migrated disks are left behind in the target virtual
machine host. Locate the disk files using Windows Explorer, and manually delete those migrated

disks.
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Virtualto-virtual (V2V) migrations

Along with P2V migrations, the Server Migration Pack provides functionality for V2V migrations. This
is done through the V2V wizard, which is accessible from the SMP console by clicking V2V migration
wizard. The following figure displays the V2V wizard, which guides you through the steps to perform
a V2V migration.

Figure 5. Server Migration Pack V2V wizard
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The following table lists the V2V migration wizard column names and descriptions.

Table 4. V2V migration wizard column names and descriptions

Column Description

VM System Name The network identification name of the virtual machine guest

VM System Address The network IP address of the virtual machine guest

VM Name The virtual machine name identified by virtual machine host

VM Host Name The network identification name of the virtual machine host

VM Size The size of the virtual machine guest including the virtual machine configuration file and the
virtual disks

Virtualization Layer The virtualization technology running on the virtual machine host

From the V2V migration wizard, select the source virtual machine guest from the list. The source virtual
machine must be on a Virtual Machine Management Pack-licensed and managed virtual machine
host, and it must be in a Stopped state. The source virtual machine can be stopped from the Virtual
Machine Management console if it is running.

The list can be sorted by both ascending and descending order by the VM System Name, VM System
Address, VM Name, VM Host name, VM Size, and Virtualization Layer columns. The sorted column is
highlighted, and the sort order can be identified by the direction of the arrow on the sorted column
heading.

12



IMPORTANT: In cases for which the target virtualization layer does not support the source virtual
machine configuration feature, a warning message appears during the migration and the migration
continues with the default setting.

IMPORTANT: V2V migration supports migration of virtual machines having at least one virtual disk
with a proper operating system attached. An empty virtual machine without any virtual disks cannot
be migrated.

The wizard guides you to review and confirm the guest operating system running on the selected
source virtual machine, and then to select the target virtual machine host to which the migrated virtual
machine guest will be migrated. The target virtual machine host must have adequate storage and
performance reserves to host the migrated virtual machine guest. If the required Windows drivers and
binaries are not available, you will be prompted to upload binary files. This process is similar to the
upload binaries process described in the P2V migration section of this paper.

The wizard guides you to specify a unique name for the migrated virtual machine guest.
Confirm the migration details, and begin the migration.

V2V migration notes
e One SMP license is used after each V2V migration.

e Migration operations are queued if the selected virtual machine hosts are currently involved in other
tasks.

e The migrated virtual machine guest will have a new BIOS serial number and MAC address after
each V2V migration. The new BIOS serial number and MAC address are generated when the
migrated virtual machine guest is registered to the target virtual machine host and is powered on.

e The migrated virtual machine guest is automatically registered to the target virtual machine host
after each V2V migration, and can be powered on from the Virtual Machine Management Pack
console.

e The Server Migration Pack creates virtual target disks with matching partition signatures. The target
virtual disks are created with a virtual size rounded up to the next gigabyte. For example, if your
source disk is 9.8 GB, the Server Migration Pack creates a 10-GB virtual sized disk.

e During the V2V migration process, all the source data is migrated to the target virtual machine
guest.

e In the event of a failed V2V migration, the migrated disks are left behind in the target virtual
machine host. Locate the disk files using Windows Explorer, and manually delete those migrated

disks.

Post-migration configuration tasks

With both P2V and V2V migrations, post-migration configuration tasks must be performed on the
migrated virtual machine guests. The migrated virtual machine guest is automatically registered to the
target virtual machine host and is accessible from the Virtual Machine Management Pack console.

Upon completing a migration, open the target virtual machine host virtualization management
interface (Remote Console) to configure the network connections for the migrated virtual machine
guest. Specific configuration steps vary, depending on the virtualization layer used. Power on the
migrated virtual machine guest, modify the system host name, and set the IP address in case of a
static IP address configuration. The migrated virtual machine guest automatically detects new
hardware and installs the required drivers. When prompted for reboot, click Yes to restart the virtual
machine guest.
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Tracking your migrations

P2V and V2V migrations can be monitored in real time or at a later time from the Running Task Log
and Event Log screens. These screens provide you current information about migrations in progress,
as well as completed migrations.

Running Task Log screen

The Server Migration Pack Running Task Log displays the migrations in progress. Current running
migration tasks are displayed in a table that enables you to view the status, progress, and time
remaining for each migration. The running migrations can be stopped if required.

To access the Running Task Log from the Server Migration Pack console, click SMP Running Task Log.

When a particular migration task is completed, it is logged on the Server Migration Pack Event Log.
The following information is displayed for each running task.

e Status

¢ Description

¢ Progress

e Time remaining

e Cancel

The following figure shows the Server Migration Pack Running Task Log.

Figure 6. Server Migration Pack Running Task Log
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Event Log

The Server Migration Pack Event Log displays the migrations that have been completed. Completed
migration tasks are displayed in a table that enable you to sort by time, category, user, host, virtual
machine host, and any message summaries of the performed migration. The sorted column is
highlighted, and the sort order can be identified by the direction of the arrow on the sorted column
heading. To access the Event Task Log from the Server Migration Pack console, click SMP Event Task
Log.

The following table is displayed for each event.

Table 5. Event Log information

Icon Description
Type Color-coded icons indicating if an event completed successfully or failed
Time When the event started

Category  The classification of the event

User Who initiated the event
Host The virtual machine host included in the event
VM The virtual machine guest included in the event

Message A brief description of the event and the result

To filter the Event Log, select from the drop-down list. The Event Log can be filtered to display:

o All events
e Only errors
e Only errors and warnings

e Only today’s events
NOTE: To see a detailed description of Server Migration Pack error messages, refer to the HP Proliant
Essentials Server Migration Pack User Guide or the Server Migration Pack online help.

To delete events from the Event Log, select the checkbox next to the appropriate events and click
Delete selected events.

To refresh the event list, click Reload Events.

To close this Event Log and return to the Server Migration Pack console, click Finish.
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The following figure shows the Server Migration Pack Event Log.

Figure 7. Server Migration Pack Event Log
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WINDOWS" thalehp_vmbal.dil inoexecute=optout #fastdetect kemel=hp_wmkrm exe

P2Y af o320 Cloned disk PhysicalDrive! to PhysicalDrive! vmek successtully

P2V of 320 Cloned disk PhysicalDrived to PhysicalDriveD wmdk successtully.

P2V af 320 Created target disks C.P2V/RAPass7 DL320-KMLPhysicalDrived wmdk [19 GE]

P2V af di320 Created target disks CP2Y/0APassTDLA20-KMLPhysicalDrived vmdk [19 GB]

P2V of 320 P2V of 320 started

Operation Migration gususd

P2 of di320 Cloned disk PhysicalDrived to PhysicalDrivel whd successiully,

Delete selected events Finish
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Integration with HP Proliant Essential products

A key Server Migration Pack differentiator is its integration with other HP Proliant Essential products,
including the Virtual Machine Management Pack and HP SIM.

Integration with the HP Proliant Essentials Virtual Machine
Management Pack

The Virtual Machine Management Pack enables you to start, resume, shut down, stop, pause, reset,
restart, move, and copy virtual machine guests.

The Virtual Machine Management Pack includes the following components, all of which are installed
and set up during Virtual Machine Management Pack installation:

e Virtual Machine Management Service—This service resides on the HP SIM server and controls the
internal functions of the Virtual Machine Management Pack.

e Virtual Machine Management console—As the user interface for the Virtual Machine Management
Pack, the console provides access to the virtual machine monitoring and control functions. The GUI
can be accessed locally or remotely using industry-standard Web browsers.

e Virtual Machine Management Agent—This agent is provided with the Virtual Machine Management
Pack installation and distributed to managed virtual machine hosts from HP SIM.
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Select Tools>Integrated Consoles>Virtual Machine Management Pack from the HP SIM toolbar to
access the Virtual Machine Management Pack console. The home page of this console, shown in the
following figure, presents information about each virtual machine host being managed.

Figure 8. Virtual Machine Management Pack console

2 Virtual Machine Management Pack

Home

[--] Refresh List
Home The following vitual hosts are being managed
Tools
a o ESH_SANBOOT Hame Address System CPU Memory | Storage
o DLI20WinZx3EE o ESK-SANBOOT 1705053  Linux - Whware ESK Server 16% 50200MB  371.26 GB
1@ DL380RAIDS < gE-host 170.50.4.44  Microsoft Windows 2000 Servet G5 21% E3200MB EB.95 CGH
of WIRZkAdySwr <+ nirvanas 170.50.4.230 Linux - Red Hat EZX 42% 1.60 GB 3204 GB
B ¥ gsx-host + WE-GSX 170.50.4.100 Microsoft Windows Server 2003 Standard Edition G3X B9% 43774 MB 7G6.60 GB
=F P2V of Uszer + WIGS-MEVE 170.50.4.91  Microsoft Windows Server 2003 Standard Edition  Yirtual Server, GEX. 35% 42682MB  56.24 GB
B ¥ nirvanas

f Copy 3of winZkSery-1003
& Copy of winhT moved
@ win2000Zerv? moved
B o wg-gsx
SFOL320
) DL380RAIDS
of MTVM
o WEHESE
B W2HASYM2
@ Win2HProff migrated
#WWin2KProff Stap
B iesMeys
SFDL320
) FixedSize
) GERANIHADWSWR
@ mave-win2k-cms
BTV
SRz
& Win2kProft
1@ WIRKP

____________________________________________________________________________________________________________|
Performance metrics listed in the right frame are as follows:

e % Free CPU—The amount of total processor resources available on the virtual machine hosts. These
resources can be allocated to additional virtual machine guests. This percentage is collected from
the system. In cases where there is 100% free CPU, no processor cycles are in use.

Free CPU is the number of free processor cycles, measured in MHz or GHz, on the virtual machine
host. Free CPU is calculated as:

(physical processor quantity X physical processor speed) X (100% — Total CPU Busy%).

e Free Memory—The amount of virtual machine host physical memory that is not used. Free memory
can be allocated to additional virtual machine guests.

e Free Storage—The amount of virtual machine host disk capacity that is not in use.

From this console, select the virtual machine host in the left frame to display information about the
selected virtual machine hosts as well as its associated virtual machine guests in the right frame.

IMPORTANT: These lists can be sorted both ascending and descending order on VMM status, host
name, system address, operating system, virtualization, % free CPU, free memory, and free storage.
To identify likely target virtual machine hosts, sort the % Free CPU column in descending order.
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Integration with HP Systems Insight Manager

A key differentiator for the Server Migration Pack is its integration with HP SIM. The Server Migration
Pack installs and runs on the HP SIM CMS.

The Server Migration Pack is fully integrated with HP SIM and enables all operations required for P2V
or V2V migrations to be accessed from the HP SIM console. HP SIM and the Proliant Essentials
management software provide a complete tool set for server consolidation projects. Using HP SIM
and the HP Proliant Essentials Performance Management Pack, you can easily identify underutilized
servers in the data center that are candidates for consolidation. After these systems are identified,

HP SIM and the Server Migration Pack provide an easy-to-use P2V migration capability.

The virtual machine host and guest status information is displayed in the VM column, shown circled in
the following figure.

Figure 9. HP SIM console

Updated Tue: November 2, 2004 3:41:48 &M CST  Customize
HP Systems Insight Manager % |W|A|
Home | Logout Uncleared Event Status |0 |10
Search Tools Deploy Configure Diagnose Reporis Logs Options Help
| All Syst ?
Advanced Search ¥SIEMS .
System Lists _ VM Column
- |table 'I
L+ -+ -] Customize MEEES
System Overview Summary: @ 0 Critical _ A OMinor «f 14 Normal & 0 Disabled % 0 Unknown Total: 21
All Systems 4 HuMP S... VP VM 4 SystemType  Svstem Address ProductMame 0S5 Name
All Events. O 12 ¢ ¢/ & \mi3s003-w2ka Hosted tServer 17050532 Vittual Machine  MicrasoftWind... [a]
My Favorites L ]2 & ¢ & Intml Hosted by winZk Server 170.50.5.11 Witual Machine  Microsoftwind..
i SWE“‘_L'SE [Lhaf/ 2 & ¢| o printervm Hosted by witServer 170.50.5.96 Yhiware Vitual ... MicrosoftWind..
© Event Lists 0% 2 &£ é| o Server 170504127 ProLiantDL320.. Microsoft wind
O ? £ ¢ of  HI560-w2k-sim Hosted tServer 170.80.5.70 Yirtual Machine  Microsoft Wind..
] T L € N Server 170.50.4.244 ProLiant DLSE0.., Microsof Wind..
i ] 2. ¢ & Server 170.60.4.144 ProLiant ML350... Microsoft Wind..
Normal condition Lol B8
O« 2 & ¢ [4 Server 17050479 ProLiant ML350... Microsoft Wind..
. ¥ 92 i £\ & Server 170.50.4.40 ProLiant DL360... Microsoft Wind
Potential issues O % 2 £ ¢4 ¢ Server 170.50.4.33 ProLiant DL320... WicrosoftWind..
O« 2?2 & £ Server 170.50.4.141 viual Maching  Microsof Wind..
O0O%2 & ¢ mI&7 0 2-whase Server 170.50.4.62 FroLiant MLS70... Microsoft wind..
O £ Tabwim Lnknown 170.50.4.46
[ «F £ osx winntrm Unmanaged 170504119
O « é nifatt Unmanaged  170.50.4.191
O« 2?2 & £ wW2KASSim Server 170.50.4.128 ProLiant MLS30.., Microsof Wind..
O £ lilivaeg Unmanaged 170.80.4.170
[0¥™2 2 £ dI7 40-2kady Server 170.50.4.44 ProLiant DL740... Microsoft Wind..
Legend (x] 1« £ Togbwirn-1 Unknown 170.50.4.232
@ = Critical ¥ = Disahled O « 2 c: zi nevr-dl320-4-2k Senver 170.50.412 ProLiant QL320.. M?cmsuﬂ W?nd..
_'/= MajUf ? = Unknown N ~F 2 ra # wedlracm Comar 1TNAND A 1734 Whisarara Wirhal htirrn e nft idiind —
& = Minor & = Informational Saye Selectinn As [elete | Print
of = Mormal

In this figure, systems mI350g3-w2k3, ntvm1, and printervm are operating in a normal condition, as
evidenced by the normal () icon displayed in the Hardware Status (HW) column in the right frame.
Meanwhile, systems dI560g1-wk3ee and ml350g3-2 have potential issues, as evidenced by the
major () icon displayed in the HW column.

HP SIM integration enables you to identify issues in both your physical servers and the virtual
environment. The Virtual Machine Management Pack grants you the control needed to manipulate
your servers fo ensure optimal efficiency.

19



Usage scenarios

Performing either a P2V or V2V migration with the Server Migration Pack requires an initial setup.
After the Server Migration Pack is installed and configured, you can perform P2V and V2V
migrations. The following scenarios provide a high-level overview of the migration process.

Setting up the Server Migration Pack

Setting up the Server Migration Pack is similar to setting up the Virtual Machine Management Pack or
other HP ProLiant Essentials products because the Server Migration Pack is on the HP Management

CD.

Installing from the HP Management CD

To install the Server Migration Pack, insert the HP Management CD into the CD-ROM of the

HP SIM CMS. An autorun menu appears. Read the license agreement displayed. If you agree to the
terms of the license agreement, click Agree to continue. From the autorun, click the Products tab and
click Install located under Server Migration Pack. Enter the HP SIM account credentials, and click
Next. Click Finished when the Server Migration Pack installation completes. The Server Migration
Pack installation does not require a reboot.

Installing from the download website

You can also download the Server Migration Pack from the download website. To perform this
procedure, unzip the download file into a temporary directory on the HP SIM CMS, and double-click
hpsmp.exe. Complete the installation by following the on-screen instructions, entering your
user-specific information when prompted.

Configuring the Server Migration Pack

To configure the Server Migration Pack to perform P2V or V2V migrations, log in to the HP SIM CMS
from an account with administrator privileges, and select Tools>Integrated Consoles>Server Migration
Pack.

Scenario 1 discusses targeting servers for consolidation to virtual machine hosts with available
resources.

Scenario 2 discusses virtual machine conversion projects, and the migration of a virtual machine
guest from one virtual machine host to another.
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Scenario 1: P2V migration

This scenario covers P2V migration using the Server Migration Pack. In the following scenario, the
Server Migration Pack will be used to migrate workloads from physical servers into the virtual
environment. This migration has been planned where multiple workloads based on individual servers
will take advantage of newer, faster hardware. This example demonstrates how the Server Migration
Pack is used to plan, perform, and assess the migration.

Planning the P2V migration by selecting a physical source machine to migrate

To identify source physical machines for migration, use HP SIM to display the server list. The following
figure shows the HP SIM console listing the potential physical servers for migration to a virtual
environment with newer, faster hardware. For this example, source physical machine inst-pl-5500 is
selected for migration.

Figure 10. HP SIM console with physical source machine inst-pl5500 highlighted

HP Systems Insight Manager

Home | Logout Uncleared Event Status

Search Tools Deploy Configure Diagnose Optimize Reports Logs Options Help
| [ GoJ 9
Advanced Search All syStemS bt
3:[2 Lists Wiew as: lm
System Overview Summary: @ 3 Critical ¥ 3Major & 0Minor < 10Normal ¢ 0 Disabled ? 0 Unknown Total: 16
Al Systams [+ HW MP SW PE VPM ¥M  System Name System ..+ System Address ProductName 0S Name
All Bvents 0 & 2?2 £ 2 £ 16101 168 65 Server 16101169.68  ProLiant DL3A0.. Microsoft Win
My Favorites 0 « 7 & 7 & «F mi3r0odumi-wlk Hoste Sener 170.50.4.202 Whiware Virual .. Wicrosof win. .
© System Lists O & 2?2 &€ 2?2 & s w2k Server 17050497 Whware Virual .. Micrasoft win..
© Event Lists O « 2 & ? &  usx2winZkidse Hosted bvServer 170.60.4.178 Whwvare Virual .. WIcrosof ...
0 @ 2 é 2?2 & +f eswrn1dl58002 Hosted kServer 170504173 Whiware Virtual ... Microsoft iwin...
O « 2 £ 7 &£ dl36004-vmhost Sener 170.50.4.111 ProLiant DL360... Microsoft itin. .
O « 2 & 2 & o biDegsw Server 170.50.4.164 ProLiant BL10g ... Microsof win...
O & 2 & 2 & o bilDegswd Server 170.50.4.141 ProLiant BL10e  Microsoft Win..
O % 2 2 2 & B Server 170.50.4.120 ProLiant BL10e  Microsoft Win...
[ & 2 £ 2 £ Server 170.50.4.205 FROLIAMT 5500  Microsoft Win
O % 2?2 é ? & Sener 170.50.4.132 ProLiant DLAE0... Linux - Yhiwa...
O % 2 &£ 2 £ Server 170.50.4.181 ProLiant ML270... Microsof win...
O & 2 & 2 & & bli0emsvsd Server 170.50.4.48 ProLiant BL10e  Microsoft Win..
0 @ £ £ meys-wkies Linknown 170.50.4.101
[N £ £ sx2-win2k Unknown 170.50.4.70
(-] £ pl1850mt Unmanaged 170.50.4.180
Source physical machine inst-pl3500
Legend [x]
@ = Criical ) = Disabled
¥ = Major 2 = Unknown
& = Minor & = Infarmational Saye Selection As... Dalate | Print
+f = Normal
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Performing the P2V migration by selecting a target virtual machine host
To take advantage of this virtualization environment, you must migrate source physical machine inst-
pl5500 to a virtual machine host with sufficient resources available.

To perform the P2V migration, select Tools>Integrated Consoles>Server Migration Pack to access the
Server Migration Pack console. Click P2V migration wizard to access the wizard, shown in the
following figure. This figure shows page 1 of the wizard with the source physical machine instpl-5500
selected for migration. Click Next.

Figure 11. Select source physical machine in P2V migration wizard

[é Server Migration Pack ' _
P2y Migration Wizard '

Converts a physical machine to & virtual machine

Step 1 of 7: Select source physical machine
Step Description: The Server Migration Pack P2V process migrates the physical disks of the source physical machinge to the target virtual machine host. The migrated virtual
machine is autormatically set up with the necessary drivers and minimum virtual hardware configurations

Select the source physical machine fram the following list of HP SIM managed servers. If you do not find the server that you want to perorm F2Y migration in the following list,
add it to the list by specifying the full DNS ar system P address in the provided textbox and click “Inspect anly.” Note: For manually added servers, you might be required to
provide credentials for an administrator account on the source physical machine in the next step of the P2V migration process.

Enter full DNS or system IP address:
o[ ]
System Hame 4+ | System Address Operating System m_ Delete

dll36004-vmhast swietn.com 170504111 Microzoft Windows Server 2003, Standard Edition ProLiant DL360 G4 Device not inspected for P2Y

170.50.4.205 Microzoft Windows Server 2003, Standard Edition PROLIANT 5500 Device not inspected for P2Y

@ inst-plS500

SMP Running Task Log
ShP Event Log

Source physical machine inst-pl5500 selected Refresh devics list I Delete | Inspect anly I Cancel I

Follow the wizard-directed steps to step 4, and select a target virtual machine host. You can
determine likely target virtual machine hosts by selecting the Free CPU % column and sorting in
descending order.

IMPORTANT: HP recommends that the target virtual machine host have sufficient system resources to
host the migrated virtual machine guest.
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The following figure shows page 4 of the P2V migration wizard with target virtual machine host
esxd|580g2 selected. The source physical machine inst-pI5500 information is also included on this
page for easy reference. Click Next.

Figure 12. Select target virtual machine host screen in P2V migration wizard

[ Server Migration Pack _
P2y Migration Wizard

Source machine name; inst-plss00

Step 4 of 7: Select Target Virtual Machine Host

Review the fallowing list of YhMid-rmanaged vitudpnachine hosts. Select the target vitual machine host for P2V migration. The target vitual rmachine host must have adequate
storage capacity and performance reserves to host the migrated virtual machine guest. The migrated virtual machine guest will be automatically registered to the target virtual
machine host after successful P2 migration.

Source Machine Information Source physical hine information included
Memory: 1024 MB

Processors: 1

Total estimated transport vol 4.19 GB

Select the Wirtual Machine Host from the following:

VM Host T | Sy=tem Virtualization | Total Free Total Free Free Total Free
Hame Address Layer Memory Memory CPU CPU % CPU Storage | Storage

bl Og-gsx2 170.50.4.169 GSH 1023.53 MB 11636 MB 999.00 MHz 959.00 MHz 36270 22687 GH

o bl Oe-gzxd 170.50.4.141 GSH 1023.54 MB 65516 MB B92.00 MHz 100% £92.00 MHz 2T94GB  2439GH
o bl Oe-msvs2 170.50.4.120 MEYE 511.54 MB 16330 MB 889.00 MHz 97% 871.00 MHz 3725GB 8E2GH

o bl 0e-msvsd 170.50.4.45 MSVE 1023.54 MB 380.74 MB 592,00 MHzZ 100% £92.00 MHz 279468 13.05GH

of esxdl58002 170504132 ESX 524 GB 497 GB 2.80 GHz 58% 1.65GHz 13406 GB 4555 GB

170.50.4.181 GSH a11.54 MB 10046 MB 4.37 GHz 7% 426 GHz 423660 220260

Target virtual machine host esxdl980y2 selected o —— | Cancel |

Follow the remaining wizard-directed steps to complete the migration.

IMPORTANT: When you select the target path where the disk files will be copied on the target virtual
machine host, you must specify a unique target name. Also, you have the option of modifying memory
size for the migrated virtual machine guest. For Microsoft Virtual Server and VMware GSX Server
target virtual machine hosts, an empty folder is required. For VMware ESX Server target virtual
machine hosts, migrated virtual disk files can be copied within different partitions.

Perform the necessary post-migration configuration tasks after completing the migration.

23



Validating the P2V migration by verifying the migrated virtual machine guest

Upon completion of the post-migration tasks, verify the migration by reviewing the association tree in
the left panel of the Virtual Machine Management Pack host console. To perform this step from

HP SIM, select Tools>Integrated Resources>Virtual Machine Management Pack, and then select the
virtual machine host to which the source physical machine was migrated.

Verify that the migrated virtual machine guest is on the virtual machine host. This virtual machine guest
is a clone of the source physical machine. This virtual machine guest will be automatically registered
to the target virtual machine host and in a powered off state. This virtual machine guest can be
powered on from the Virtual Machine Management Pack console. The following figure shows virtual
machine host esxdl580g2 with virtual machine guest P2V of pl5500.

Figure 13. Virtual machine host esxdI580g2 with virtual machine guest P2V of pl5500

3 Virtual Machine Management Pack .
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B+ bl e-gsi2 WMM Status: o Marmal
o P2 of pl1&50rmt
FWindowes 2000 Sdvanced Server
of Windows Server 2003 Erterprise Editio. ¥YIM Host Performance
o bl De-gxd Processor %: m
B+ bl De-mavs2 ) 95%
rocessor Capacity (free/total): : z z (2way 1. z
@ DLIBOVM2 moved moved P G ty (free/total):  144.00 MHz /2.80 GHz (2 1.40 GHz)
& Gald2KH 23 Memory (free/total): 497 GBE/524 GB
Fmsvs2winzk Virtual machine Memory Usage %: ; 5%
Blv/titenzied host esxdIS800Z - yoork Throughput: EEEsEssmE==s
o Copy of mavs2-win2k 2HL 5071.00 Bytes/sec
@ Copy of P2 of inst-pl3801 Storage Capacity (free/total): 4568 GE f 134.06 GB
o DLIBOVMIT moved Storage Capacity Used %: BS %
Storage Throughput: 3,39 MEsec -
Yirtual Machine Infermatien
o P2W of plas00
- E4 s @@ esxvm1disB0g?  Started @@ P2% of pl1850rmt  Stopped
of aaxhost] -1 AN2E
Virtual machine guest P2V of pl3500 VMM Status: +f Narmal VMM Status: ¥ Disahled
4 [ml System Name: System Name: MN/& El
crres o AIEST _ e

Now your source physical machine has been migrated to a virtual environment and can be retired.
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Scenario 2: V2V migration

This scenario covers V2V migration in the Server Migration Pack. In this scenario, a particular virtual
machine is moving from a development or test environment into a production environment. In this
particular scenario, the recommended option is fo migrate the virtual machine guest from a host server
running Microsoft Virtual Server to a host server running VMware GSX Server.

Planning the V2V migration by selecting a source virtual machine guest

IMPORTANT: The Server Migration Pack will not migrate virtual machine guests with the disk types
listed in the following table.

Table 6. Disk types not migrated by virtualization product

Disk type Virtualization product

Linked disk

Microsoft Virtual Server

Differencing disk

VMware ESX Server

Physical (RAW) disk
VMware GSX Server

To identify the source virtual machine guests for migration, access the Virtual Machine Management
Pack console to display the virtual machine hosts. For more information on each individual host,
review the performance data on the Virtual Machine Management Pack host console.

The following figure shows the Virtual Machine Management Pack host console of virtual machine
host WG5-MSVS on Microsoft Virtual Server operating at 87% utilization capacity.

Figure 14. WG5-MSVS5 virtual machine host on Microsoft Virtual Server at 87% capacity
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Performing the V2V migration by selecting a target virtual machine host

To optimize the WG5-MSVS workload, migrate a virtual machine guest from the WG5-MSVS5 source
virtual machine host o a target virtual machine host.

IMPORTANT: The target virtual machine host must have adequate storage capacity and performance
reserves fo host the migrated virtual machine guest.

IMPORTANT: V2V migration requires that the source virtual machine guest be stopped or in a
disabled state. The source virtual machine guest is available for migration only if it is stopped. The
source virtual machine guest can be stopped from the Virtual Machine Management Pack console.

To perform the V2V migration, select Tools>Integrated Consoles>Server Migration Pack to access the
Server Migration Pack console. Select V2V migration wizard to access the wizard, shown in the
following figure. This figure shows page 1 of the wizard with the virtual machine guest Win2kProff on
virtual machine host WG5-MSVS selected for migration.

Figure 15. Select source virtual machine guest screen in V2V migration wizard

[ Server Migration Pack I
W2V Migration \Wizard

Migrates a vitual machine across platforms

Step 1 of 6: Select Source YM

The Server Migration Pack V2V process converts the virtual machine guest, including all the virtual disks, to the target vitualization layer. The migrated virtual machine guest is automatically set up with the necessary
drivers and minimum virtual hardware configurations. Select the source virtual machine from the following list. f you do not find the virtual machine that you want to perform 2% migration in the following list, verify if the
virtual machine is powered off and try again.

WinZKProff virtual machine guest on the WG5-MSVS virtual machine host
Select the Virtual Machine from the following:

fal IA A WInZKProft migrated WO CEX 97651 MB Whivvare GSX Server

[l Nis Nis Win2KProft 1 ESX-SANBOOT 200GB WhMuvare ESX Server

fal iA A 167 GB Micrazoft Yirtual Server 2005

[l IA A N2k dySwr ESK-SANBOOT 1851 GB Whivware ESX Server

[l N2 NEs WINZK 3forvasu MSWSHOST 11.56 KB Microsoft Yirtual Server 2005

lel IA A WInZK-NOSP MSWSHOST 247 GB Micrazoft Yirtual Server 2005

[l winZkas 170.50.4 .82 WA SVMZ s 200GB Whvvare GSX Server

~ Pk Ane ATN AN 4 157 WIOKASF LR 193 6GR Whivrare GEY Server LI

Errers and Warnings
7 Some ¥Ms are not included in the list: VM not turned off.

Cancel MI

Follow the wizard-directed steps to step 3, and select a target virtual machine host. You can
determine likely target virtual machine hosts by selecting the Free CPU % column and sorting in
descending order.
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The following figure shows page 3 of the V2V migration wizard with target virtual machine host
wg-gsx selected. Click Next.

Figure 16. Select target virtual machine host screen in V2V migration wizard

[ Server Migration Pack _
V2% Migration \Wizard ;

Saurce Vi Name: Win2HProff 1

Step 3 of 6: Select Target Machine Hest
Review the list of vitual machine hosts managed by the Virtual Machine Management Pack. Select the target vitual machine host for W24 migration. The target vitual maching host must have adequate storage capacity
and perfarmance reserves to host the migrated vitual machine guest. The migrated virtual machine will be automatically registered to the target vitual machine host after successful V2% migration

Select the Virtual Machine Host frorm the following

VM Host + | system Virtualization | Total Free Total Free Total
Hame Address Layer Memory Memory CcPU CPU Storage
e Ea
o 7

MSYSHOST 17050479 MSWS 102352 MB B24.79MB B.11GHz B.11 GHz 169.56 GB 104.34 GB

WS 170.50.4.100 GsX 1.50GB 942.31 MB 5.57 GHz 5.57 GHz 10171 68 8591 GB

Target virtual machine host wy-gsx selected Previous | Cancel

Follow the remaining wizard-directed steps to complete the migration.

IMPORTANT: When you select the unique name for the migrated virtual machine guest, create or
select a folder with adequate storage capacity to store that guest. The target folder must be empty.
The target folder is the location that contains the migrated virtual machine configuration file and
virtual disks in the case of VMware GSX Server and Microsoft Virtual Server. This folder contains only
the migrated virtual machine configuration file in the case of VMware ESX Server. The target path for
SCSI 0:0 is the location that contains the migrated virtual disk files for the VMware ESX Server.

Perform the necessary post-migration configuration tasks after completing the migration.
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Assessing the V2V migration

Upon completion of the migration, verify the association tree in the left panel of the Virtual Machine
Management Pack host console. In addition, verify the host performance status. The following figure
shows that virtual machine guest Win2KProff has been moved from WG5-MSVS on Microsoft Virtual
Server to virtual machine host WG5-MSVS on VMware GSX Server. At the beginning of this example,
WG5-MSVS on Microsoft Virtual Server was operating at 87% utilization capacity. The following
figure shows that now, thanks to this migration, the WG5-MSVS on Microsoft Virtual Server is now
operating at 30% utilization capacity.

Figure 17. WG5-MSVS virtual machine host on Microsoft Virtual Server at 30% capacity
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V2V migration from 1P to 4P systems

To take advantage of newer, faster hardware, virtual machine guests can be migrated from a
1P virtual machine host to a 4P virtual machine host using the Server Migration Pack V2V migration
wizard. During the migration, the Server Migration Pack does not modify the migrated virtual

machine guest configuration. Use the VMware ESX Server management interface to change the virtual
machine guest configuration and increase the number of processors.

IMPORTANT: The Server Migration Pack supports VMware ESX Server 2 with VMware Virtual SMP
installed. Virtual SMP must be enabled to support 4P.

V2V migration from 4P to 1P systems

If you are performing a V2V migration from a virtual machine configured with 4P to a 1P virtual
machine host, after migration, the migrated virtual machine guest configuration contains 1P.
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Conclusion

By optimizing all the available server resources, companies save money and resources. The HP
Proliant Essentials Server Migration Pack provides several benefits to make it the best-of-class
migration tool:

e P2V migration—The Server Migration Pack enables migration of a physical machine to a virtual
machine guest within a Microsoft Virtual Server or VMware virtual machine host.

e V2V migration—The Server Migration Pack enables migration of a virtual machine guest between
virtualization layers such as Microsoft Virtual Server 2005, VMware ESX Server, and VMware GSX
Server.

* Migration task tracking—The Server Migration Pack provides a Running Task Log and Events Log
for realtime monitoring and easy tracking of migration tasks.

e Heterogeneous virtual environment support—The Server Migration Pack provides support to
Microsoft Virtual Server, VMware ESX Server, and VMware GSX Server virtual environments.

These benefits provide you with a simplified migration process that reduces both complexity and cost.
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Glossary

CMS—HP SIM Central Management Server.

guest operating system—A reference to a distinct operating system instance running in a virtual
machine.

host operating system—A reference to the operating system running on the physical host/server.

legacy operating system—An older operating system, often incompatible with up-to-date hardware.
Virtual machines allow legacy operating system to run on new hardware.

MAC address—Media Access Control address, a hardware address that uniquely identifies each
node of a network.

Microsoft Virtual Server 2005—Microsoft’s host operating system that provides a virtual machine
solution.

physicalto-virtual (P2V) migration—Migration of a physical machine to a virtual machine guest within
a Microsoft Virtual Server or VMware virtual machine host.

SMP—HP Proliant Essentials Server Migration Pack.

virtual machine—Essentially a computer within a computer, implemented in software. A virtual
machine virtualizes a complete hardware system, from processor to network card, in a self-contained,
isolated software environment, enabling the simultaneous operation of otherwise incompatible
operating systems. Each operating system runs in its own isolated software partition.

virtualto-virtual (V2V) migration—Migration of a virtual machine guest between virtualization layers,
including Microsoft Virtual Server 2005, VMware ESX Server, and VMware GSX Server.

virtualization—The representation of hardware through software. Virtual machines are an example of
virtualization, as are virtual memory and virtual disks.

VMware ESX Server—VMware ESX Server product that provides a virtual machine solution.

VMware GSX Server—VMware GSX Server product for Windows- or Linux. This product runs as an
application inside a host operating system (Windows or Linux) to provide a virtual machine solution.
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For more information

For more information about the Server Migration Pack, refer to:

http://www.hp.com/servers/proliantessentials/smp

HP Proliant Essentials Server Migration Pack Quick Setup Poster
HP Proliant Essentials Server Migration Pack User Guide

HP Proliant Essentials Virtual Machine Management Pack and Server Migration Pack Support
Matrix

For more information about the Virtual Machine Management Pack, refer to:

o hitp://www.hp.com/servers/proliantessentials/vmm

e HP Proliant Essentials Virtual Machine Management Pack Quick Setup Poster
e HP Proliant Essentials Virtual Machine Management Pack Product Brief
e HP Proliant Essentials Virtual Machine Management Pack User Guide

For more information about HP Systems Insight Manager, refer to:

e http://www.hp.com/go/hpsim

e HP Systems Insight Manager Help Guide
o HP Systems Insight Manager Installation and User Guide
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